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Abstract

The dynamics and stability of spike-type patterns to a sub-diffusive Gierer-Meinhardt reaction –

diffusion system is studied in a one dimensional spatial domain. A differential algebraic system (DAE)

is derived to characterise the dynamics of an n-spike quasi-equilibrium pattern in the presence of sub-

diffusion. With sub-diffusive effects it is shown that quasi-equilibrium spike patterns exist for diffusivity

ratios asymptotically smaller than for the case of regular diffusion, and that the spikes approach their

equilibrium locations at an algebraic, rather than exponential, rate in time.

A new non-local eigenvalue problem (NLEP) is derived to examine the stability of an n-spike pattern.

For a two spike pattern sub-diffusion has little effect on the competition instability threshold, whereas the

threshold associated with an oscillatory instability of the spike profile increases significantly. Furthermore,

for a multi-spike pattern it is shown that an asynchronous oscillatory instability of the spike profile,

rather than a synchronous oscillatory instability characteristic of the case of regular diffusion, is the

dominant instability when the anomaly index γ is below a certain threshold. Detailed numerical results

are presented for the two spike case.

Keywords: sub-diffusion, fractional derivative, spike solution, non-local eigenvalue problem, anomaly

exponent.

1 Introduction

Sub-diffusion is a diffusion anomaly, whereby the mean square displacement of the diffusing particle evolves

according to 〈r2(t)〉 ∼ tγ , with 0 6 γ < 1 being the anomaly index. Adopting the concept of a continuous

time random walk for the description of diffusion, the probability to make a step of length r after time t is

given by

ψ(r, t) = w(t)m(r) ,

where w(t) andm(r) are the waiting time and step length probability density functions, respectively. Regular

diffusion, associated with 〈r2(t)〉 ∼ t, ensues when w(t) = 1

τ∗
e−t/τ∗ , where 0 < τ∗ ∼ O(1) is a characteristic

time scale, and m(r) is Gaussian. The sub-diffusive behaviour arises when the exponential waiting time

probability function is replaced by an algebraic function

w(t) =
γτγ∗

(t+ τ∗)γ+1
, 0 < τ∗ ∼ O(1).
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Since τ∗ does not affect the asymptotics of the mean square displacement, it is often set to τ∗ = 1.

Sub-diffusion has been observed in nature and in particular in biological systems, where the diffusion

is often hindered due to the complex structure of either the particle or the medium (cf. [1, 2, 3]). Owing

to advances in techniques used in scientific measurement, the exponent γ has been accurately estimated in

an ever increasing number of experimental situations. These experimental results have confirmed that the

regular Fickian-type diffusion is only a special limit of a whole family of processes. The continuum limit

operator ∂t −∇2 in the diffusion equation is then replaced by a fractional operator ∂γt −∇2 (cf. [4]).

The fractional derivative is a generalisation of the usual integer derivative to an arbitrary order, and is

usually defined as (cf. [5])

Definition 1.1

dγ

dtγ
f(t) =

dn

dtn
dγ−n

dtγ−n
f(t) =

1

Γ(n− γ)
dn

dtn

∫ t

a

f(ζ) dζ

(t− ζ)γ−n+1
, n− 1 6 γ < n , n ∈ N , a ∈ R .

In the context of a temporal derivative, the lower bound of the integral is usually set to a = 0. The operator

order relevant to sub-diffusion is 0 6 γ < 1. A similar definition to be used in this paper is

Definition 1.2
dγ

dtγ
f(t) = − 1

Γ(−γ)

∫ t

0

f(t)− f(t− ζ)
ζγ+1

dζ , 0 6 γ < 1 .

The upper limit in the integral is sometimes taken to be infinite, in which case it is implied that f(t) = 0

for t < 0. The limit γ −→ 0+ corresponds to a stagnant medium. The limit γ −→ 1− corresponds to

regular diffusion. Both limits are improper in the sense that the first derivative cannot be obtained directly

from Definition 1.2. It is possible to show the equivalence of
dγ

dtγ
in the limit γ −→ 1− and

d

dt
by using

an alternative definition of the fractional operator that employs the Riemann sum, which is known as the

Grünwald-Letnikov formulation (see [5]).

An operator of the type given by Definition 1.2 is referred to as a memory operator, since it takes into

account the entire evolution history of the function f , as opposed to the case of the usual integer derivative.

The immediate physical consequence is that there is an infinite first moment of the residence time in the

random walk corresponding to the diffusion process (cf. [4]). The mean square displacement is then given

by 〈r2(t)〉 ∼ tγ .
Fractional diffusion equations have been used to model anomalously slow or fast scattering of particles

in a variety of natural applications (cf. [4]). The methods of solution of such equations often use integral

transforms and special functions for the representation of fundamental solutions (cf. [6, 7]). Inclusion of a

reaction term presents more challenges due to the inapplicability of many basic analytical tools and notions

(e.g. chain rule, residue theorem, spectrum, Sturm-Liouville theory) in the context of fractional derivatives

(cf. [8, 9]). In past studies, non-linear equations have been solved either numerically or asymptotically, except

for the case where the qualitative form of the non-linearity was approximated by piecewise linear kinetics

(cf. [9]). To the authors’ knowledge, there have been no analytical studies of the stability of any spatially

inhomogeneous solutions of such models. In the case of spatially uniform equilibria the use of dynamical

systems methods for the analysis of problems with anomalous diffusion have reported intricate and somewhat

counter-intuitive stability characteristics (cf. [10, 11, 12]).

The main goal of this paper is to characterise analytically the dynamics and stability of a spatially

localised pattern of spike-type solutions for an activator – inhibitor system subject to sub-diffusion. Spike

patterns for a singularly perturbed reaction – diffusion system in one spatial dimension are characterised by
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the concentration of one or more of the solution components near a discrete set of spatial locations in the

domain. For quasi-equilibrium patterns these concentration points will evolve slowly in time. For the case

of regular diffusion the dynamics and stability of such 1-D patterns have been extensively studied over the

past decade for various models including the Gray-Scott and Gierer-Meinhardt models (cf. [13]–[26]).

A well known reaction – diffusion system for the generation of spike-type solutions is the activator-

inhibitor system with Gierer-Meinhardt kinetics, given in a dimensionless form by

∂ta = ǫ2axx − a+
ap

hq
, τ ∂th = Dhxx − h+ ǫ−1 a

m

hs
, (1)

where a(x, t) and h(x, t) are the activator and inhibitor concentrations, respectively. Here ǫ2 and D denote

the constant diffusivities, τ > 0 is the reaction time constant, and the exponents (p, q,m, s) satisfy

p > 1, q > 0, m > 0, s > 0,
p− 1

q
<

m

s+ 1
.

The stability properties of equilibrium spike patterns for (1) were studied in [14], [17], [20], and [21]. An

analysis of slow dynamics of quasi-equilibrium spike patterns for (1) was given in [18], [24], and [25].

In this paper a modification of (1), incorporating sub-diffusion, is studied. The modified system on a one

dimensional interval with Neumann boundary conditions has the form

∂γt a = ǫ2γaxx − a+
ap

hq
− 1 < x < 1 , t > 0 , (2a)

τ ∂γt h = Dhxx − h+ ǫ−γ a
m

hs
, −1 < x < 1 , t > 0 , (2b)

ax(±1, t) = hx(±1, t) = 0 , a(x, 0) = a0(x) , h(x, 0) = h0(x) , (2c)

where the anomaly exponent γ is on the range 0 < γ < 1.

The γ-dependent powers of ǫ in the activator diffusivity and inhibitor non-linearity in (2) are essential

for the existence of a quasi-equilibrium spike pattern. Upon substituting γ = 1 the usual GM model (1) is

recovered. The limit γ −→ 0+ is improper since the function ǫγ is arbitrarily small for ǫ −→ 0 if 0 < γ < 1,

whereas ǫγ = 1 for arbitrarily small ǫ when γ = 0.

In §2 a quasi-equilibrium spike solution to (2) is constructed, and a differential algebraic (DAE) system

for the dynamics of spikes under the effect of sub-diffusion is derived. In §3 a non-local eigenvalue problem

(NLEP) characterising the stability of an equilibrium spike pattern is derived. Studying this NLEP for a one

spike solution, it is shown that the effect of sub-diffusion is to increase the critical value of τ for the onset of

a Hopf bifurcation. Therefore, the effect of sub-diffusion is to broaden the parameter range where a stable

equilibrium spike pattern can occur. Furthermore, for a multi-spike equilibrium solution, it is shown that

an asynchronous oscillatory instability of the spike profile, rather than a synchronous oscillatory instability

characteristic of the case of regular diffusion, is the dominant instability when the anomaly index γ is below

a certain threshold. Detailed numerical results are presented for the two spike case.

2 Dynamics of quasi-equilibrium patterns

In the limit ǫ −→ 0 a solution to (2) is constructed, for which the activator concentrates at a finite set of

locations xi for i = 1, . . . , n, where xi is the centre of the i-th spike. The background solution for (2a) in
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between each of the spikes is the trivial state a(x, t) ≡ 0. In the inner region near each xi an inner coordinate

yi is defined by

yi(t) ≡ ǫ−γ
(
x− xi(σ)

)
, i = 1, . . . , n, (3)

where σ = ǫαt, with α > 0 being a slow time scale to be determined. In order to derive a DAE system for

the spike layer locations xi(σ), the following auxiliary result is needed.

Lemma 2.1 Let A(yi(σ)) ∈ C∞ with yi as in (3), xi ∈ C∞ and 0 < γ < 1. Then in the limit ǫ −→ 0 the

chain differentiation rule is given by

∂γσA (yi(σ)) ∼ −ǫ−γ2

sgn

(
dxi
dσ

) ∣∣∣∣
dxi
dσ

∣∣∣∣
γ

D
γ
yi
A(yi) ,

where D
γ
yi
A(yi) is defined by

D
γ
yi
A(yi) ≡ sgn

(
dxi
dσ

)
1

Γ(−γ)

∫ ∞

0

{
A(yi)−A

(
yi + sgn

(
dxi
dσ

)
ξ

)}
dξ

ξγ+1
,

and Γ(z) is the Gamma function.

Proof By Definition 1.2 one has

∂γσA(yi(σ)) = −
1

Γ(−γ)

∫ σ

0

{
A

(
x− xi(σ)

ǫγ

)
−A

(
x− xi(σ − ζ)

ǫγ

)}
dζ

ζγ+1
. (4)

A new variable ξ in terms of ζ is then defined by

ξ ≡ ǫ−γ
(
xi(σ − ζ)− xi(σ)

)
. (5)

To solve for ζ in terms of ξ when ǫ≪ 1, xi is expanded ( xi ∈ C∞ ) as

xi(σ − ζ) = xi(σ)−
dxi
dσ

ζ +
1

2

d2xi
dσ2

ζ2 − . . . ,

so that (5) becomes

ξ = ǫ−γ

(
−dxi
dσ

ζ +
1

2

d2xi
dσ2

ζ2 −+ . . .

)
.

Away from the fixed points, the series is reverted to leading order to get

ζ = −
(
dxi
dσ

)−1(
ǫγξ − 1

2

d2xi
dσ2

ζ2 + . . .

)
,

dxi
dσ
6= 0 ,

and, thus, by a recursive substitution into higher powers of ζ one derives that

ζ ∼ ǫγ
(
−dxi
dσ

)−1

ξ +O
(
ǫ2γ
)
.

Therefore, for ǫ≪ 1 (4) becomes

∂γσA(yi(σ) ∼ −
ǫ−γ2

Γ(−γ)

(
−dxi
dσ

)−1
−∞·sgn

(

dxi
dσ

)

∫

0

(
A (yi)−A (yi − ξ)

)(
−dxi
dσ

1

ξ

)γ+1

dξ .

Finally, upon splitting this result into the two cases
dxi
dσ

≶ 0 and changing variables to have the upper

integration bound positive, the desired result is obtained. �
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Remark 2.1 The operator D
γ
yi

can be regarded as the left and right propagating fractional derivative ac-

cording to whether
dxi
dσ

≶ 0, and it satisfies lim
γ−→1−

D
γ
yi

=
d

dyi
. The infinite integration bound appeared when

the limit ǫ −→ 0 was taken. Therefore, in the case of the left propagating fractional derivative the argument

of A(yi − ξ) becomes negative for fixed yi and sufficiently large ξ, whence A should be regarded as vanishing.

Lemma 2.2 For p > 1, the homoclinic solution u, given by

u(y) =

{(
p+ 1

2

)
sech2

(
(p− 1)

2
y

)} 1
p−1

,

is the unique solution to the boundary value problem

u′′ − u+ up = 0 , −∞ < y <∞ , u′(0) = 0 , u(0) > 0 , lim
|y|−→∞

u = 0 .

The corresponding linearised operator L0 ≡
d2

dy2
− 1 + pup−1, subject to the same asymptotic boundary

conditions, has a unique positive eigenvalue and a one dimensional nullspace with KerL0 = span{u′}.

Proof : Suppose u′ ∈ KerL0. By a direct computation L0u
′ = 0. Next, suppose that L0ũ = 0. By the

ODE existence and uniqueness theorem there are two independent solutions. One is ũ1 = u′, satisfying

lim
|y|−→∞

ũ1 = 0 and lim
|y|−→∞

ũ′1 = 0. The other solution must satisfy lim
|y|−→∞

|u| > 0, and in fact must blow

up exponentially at infinity, since the Wronskian of these two independent solutions is non-zero in the limit

|y| −→ ∞. Since u > 0 and is an even function, the derivative u′(y) has a unique zero at y = 0. Then,

by Sturm-Liouville theory, there exists exactly one eigenpair of L0φ = νφ with ν = νloc > 0, which has a

corresponding eigenfunction of one sign. �

Remark 2.2 Since the boundary value problem is for an infinite interval, the operator L0 is singular and

its spectrum may contain a continuous component, however this component cannot be positive [27].

The formal result below characterises the slow dynamics of a quasi-equilibrium n spike solution to (2).

Principal result 2.1 Consider a pattern of n spikes. Let xi(σ) ∈ C∞ be the location of the centre of the

i-th spike ( 1 6 i 6 n ), evolving on the slow time scale σ = ǫαt with α = γ+1. Suppose that τ ∼ o(ǫ−(γ+1)γ).

Then in each inner region the quasi-equilibrium solution for (2) is given asymptotically for ǫ −→ 0 by

A(yi, σ) = a(xi + ǫγyi, ǫ
−ασ) = A

(0)
i (yi, σ) + ǫγA

(1)
i + . . . (6a)

H(yi, σ) = h(xi + ǫγyi, ǫ
−ασ) = H̄i(σ) + ǫγH

(1)
i + . . . , (6b)

where H̄i = H̄i(σ) and xi(σ) satisfy the differential-algebraic (DAE) system

H̄i(σ) = bm

n∑

j=1

H̄βm−s
j G(xi;xj) , bm ≡

∫ ∞

−∞

umdy ,

sgn

(
dxi
dσ

) ∣∣∣∣
dxi
dσ

∣∣∣∣
γ

= − qbm
(p+ 1)H̄i




H̄βm−s

i 〈Gx〉i +
n∑

j=1
j 6=i

H̄βm−s
j Gx(xi;xj)




f(p; γ) ,

(7b)
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where u is the homoclinic from Lemma 2.2, m and s are the kinetic exponents and β is a combination of the

other kinetic exponents β = q/(p − 1). 〈Gx〉i ≡ 1
2

(
Gx(x

−
i ;xi) + Gx(x

+
i ;xi)

)
. Here G(x;xi) is the Green’s

function satisfying

DGxx −G = −δ(x− xi) , −1 < x < 1 ; Gx(±1;xi) = 0 , (7c)

while the anomaly dependent factor f(p; γ) is defined by

f(p; γ) ≡
(∫ ∞

−∞

up+1 dyi

)/(∫ ∞

−∞

u′(yi)D
γ
yi
u dyi

)
. (7d)

The derivative D
γ
yi

is defined as in Lemma 2.1.

To derive this result first note that Definition 1.2 with f(t) ≡ F (ǫαt) = F (σ) implies that the fractional

derivative satisfies ∂γt f(t) = ǫγα∂σF (σ). Thus, substituting (6) into (2) gives the leading order problem on

as (
∂2

∂y2i
− 1

)
A

(0)
i +

A
(0)
i

p

H̄q
i

= 0 ,
∂2

∂y2i
H̄i = 0 , −∞ < yi <∞. (8)

This system has no dependence on γ, and as for the case of regular diffusion, the linear growth in yi at

infinity for H̄i must be eliminated in order to match to the outer solution. Thus, H̄i is independent of yi,

and

H̄i = H̄i(σ) > 0 , A
(0)
i = H̄β

i (σ)u(yi) , β ≡ q

p− 1
, (9)

where the homoclinic solution u is as in Lemma 2.2.

The error in this leading order approximation is of order O (ǫγ). At the next order, the problem for

A
(1)
i must involve the motion of the spike centre xi. Normally the latter is obtained by the differentiation

of A
(0)
i (yi(σ), σ) with respect to the first argument together with an application of the chain rule involving

dxi
dσ

. The derivative with respect to the second argument is of order of magnitude smaller. This procedure

cannot be performed when the derivative is fractional. Applying Lemma 2.1 and using (9), the time scale is

chosen as α = γ + 1 to obtain that the correction equations are

H̄−β
i L0A

(1)
i =

q

H̄i
upH

(1)
i − sgn

(
dxi
dσ

) ∣∣∣∣
dxi
dσ

∣∣∣∣
γ

D
γ
yi
u , (10a)

D
∂2

∂y2i
H

(1)
i = −H̄βm−s

i um . (10b)

The time derivative term τ∂γt H̄i in (2b) was neglected to obtain the problem forH
(1)
i . This is consistent when

τ∂γt H̄i ∼ o(ǫ−γ). Since ∂γt H̄i = ǫαγ∂γσH̄i and α = γ+1, this condition holds when τ satisfies τ ∼ o(ǫ−γ(2+γ)).

Upon using Lemma 2.2, together with the Fredholm alternative, and noting that L0 is self-adjoint, the

solvability condition is obtained

∫ ∞

−∞

du

dyi

{
q

H̄i
upH

(1)
i − sgn

dxi
dσ

∣∣∣∣
dxi
dσ

∣∣∣∣
γ

D
γ
yi
u

}
dyi = 0. (11)

The first term in (11) is integrated by parts twice and simplified by using the exponential decay of u at

infinity, together with the facts that u and ∂2yi
H

(1)
i are even functions. Then, the solvability condition

becomes

q

2(p+ 1)H̄i

∫ ∞

−∞

up+1dyi

(
lim

yi−→∞

dH
(1)
i

dyi
+ lim

yi−→−∞

dH
(1)
i

dyi

)
= −

∣∣∣∣
dxi
dσ

∣∣∣∣
γ

sgn

(
dxi
dσ

)∫ ∞

−∞

du

dyi
D

γ
yi
u dyi . (12)
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The result of equation (2.9) of [18] for regular diffusion is recovered upon substituting γ = 1 in (12).

From (9), a decays exponentially at |yi| −→ ∞, and is localised near the centres xi for i = 1, . . . , n of the

spikes. In the outer region between the spikes, a is exponentially small. The inhibitor concentration is O(1)
across the domain when D ∼ O(1). In the outer region expand h as

h ∼ h(0)(x, σ) +O (ǫγ) , σ = ǫγ+1t .

Upon matching to the inner solution one obtains that

h(0)(xi, σ) = H̄i(σ) ,

lim
yi−→±∞

dH
(1)
i

dyi
= lim

yi−→±∞
ǫ−→0

ǫ−γ ∂

∂yi

(
h (xi + ǫγyi, σ)− H̄i

)
= lim

x−→x±
i

∂h(0)

∂x
.

(14)

To derive a differential equation for the outer problem for h(0), first note that the non-linear term in (2b)

can be expressed as a linear combination of δ-functions due to the localised behaviour of a as

ǫ−γ a
m

hs
=

n∑

i=1

bi δ(x− xi) , (15)

where bi is the weight of each spike given by

bi = ǫ−γ

∫ x+
i

x−
i

am

hs
dx =

∫ ∞

−∞

am

hs
dyi ∼ H̄βm−s

i

∫ ∞

−∞

um dyi .

Then, from (2b), the quasi-static outer equation for h(0), given by

Dh(0)xx − h(0) = bm

n∑

i=1

H̄βm−s
i δ(x− xi) , bm ≡

∫ ∞

−∞

um dy , (16)

is valid provided that the estimate τǫαγ∂γσh0 ≪ 1 holds. Since α = γ + 1, this condition holds when τ

satisfies τ ∼ o(ǫ−(γ+1))γ). This new threshold on τ is stricter than that obtained above for neglecting the

time derivative of the inhibitor in the inner region, and so this sets the condition on τ as given in Principal

result 2.1

The solution to (16) can be represented as

h(0)(x, t) = bm

n∑

i=1

H̄βm−s
i G(x;xi),

where the Green’s function G(x;xi) satisfies (7c). Then

lim
yi−→∞

∂yi
H

(1)
i + lim

yi−→−∞
∂yi

H
(1)
i = lim

x−→x+
i

h(0)x + lim
x−→x−

i

h(0)x =

2bm





n∑

j=1
j 6=i

H̄βm−s
j Gx(xi;xj) + H̄βm−s

i 〈Gx(xi;xi)〉




.

Substituting this result into the solvability condition (12) and combining with the matching condition (14)

yields the desired differential-algebraic system.
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Remark 2.3 As long as 0 < γ < 1, the ODE in (7b) comprises two separate equations, governing the

motion of the spikes according to
dxi
dσ

≶ 0. For γ = 1 the fractional operators in the definition of f(p; γ)

approach
d

dyi
regardless of sgn

(
dxi
dσ

)
, and the fractional power on the left-hand side becomes unity, merging

the two equations into a single equation for both the leftward and rightward motion of spikes.

Remark 2.4 In general, there are no rigorous results on the solvability of (7b) for an arbitrary configuration

of spikes even in the case of regular diffusion. The study of the evolution of two symmetric spikes ( x1 = −x2
and H̄1 = H̄2 ) discovered dynamical instabilities triggered during the slow drift [28]. Determining when an

instability on the O(1) time scale appears, remains an open problem.

Once an instability is triggered, the DAE system is no longer valid, and on an O(1) time scale the

instability may lead to the annihilation of spikes due to competition or oscillation of the spike amplitudes. Re-

initialising the remaining spikes after the end of this quick collapse allows to track the new DAE system until

the next instability event, if any. In this way “a coarsening process” of spike evolution can be investigated.

This general problem with an arbitrary number of initial spikes has not been investigated for any RD model.

In the light of the results known for regular diffusion, the reduced system (7) is expected to have a solution

as long as the full system, i.e. the pattern, is stable. The main parameters affecting the onset of instability

during the motion of a pattern are τ and the spikes spacing.

Remark 2.5 The temporal scale for the evolution of the spikes is σ = ǫγ+1t, and, consequently, the motion

of the spikes is slower under the effect of sub-diffusion than with regular diffusion. To see this, define ε = ǫγ

so that the activator diffusion coefficient is ε2, and the spikes have speed O(ε1+1/γ). Since 0 < γ < 1 and

1 + 1/γ > 2, this speed is slower than the speed O(ε2) found in [18] with regular diffusion.

The DAE system in Principal result 2.1 can also be written in a vector form as

h = bmGhγm−s ,
dγx

dσ
∼ − qbm

p+ 1
f(p; γ)H−1Phβm−s , (17)

dγx/dσ ≡
(
sgn (x′1) |x′1|

γ
, . . . , sgn (x′n) |x′n|

γ)T

with the matrices being

G ≡




G(x1;x1) · · · G(x1;xn)
...

. . .
...

G(xn;x1) · · · G(xn;xn)


 , H ≡




H̄1 0 · · · 0

0
. . . · · · 0

...
...

. . .
...

0 0 · · · H̄n



, (18a)

and

P ≡




〈Gx(x1;x1)〉1 · · · Gx(x1;xn)
...

. . .
...

Gx(xn;x1) · · · 〈Gx(xn;xn)〉n


 , h ≡




H̄1

...

H̄n


 , h

γm−s ≡




H̄βm−s
1

...

H̄βm−s
n


 . (18b)

Similarly to the case of regular diffusion studied in [18], for n ≥ 2 this matrix DAE system is conveniently

rewritten in terms of certain triadiagonal matrices. In Appendix A of [18] it was shown that

G =
B−1

√
D
, (19)
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where B is the tridiagonal matrix

B ≡




c1 d1 0 · · · 0 0 0

d1 c2
. . .

. . .
. . . 0 0

0
. . .

. . .
. . .

. . .
. . . 0

...
. . .

. . .
. . .

. . .
. . .

...

0
. . .

. . .
. . .

. . .
. . . 0

0 0
. . .

. . .
. . . cn−1 dn−1

0 0 0 · · · 0 dn−1 cn




, (20a)

with matrix entries defined for n > 2 in terms of xi and θo ≡ D−1/2 by

c1 = coth [θo(x2 − x1)] + tanh [θo(1 + x1)] , cn = coth [θo(xn − xn−1)] + tanh [θo(1− xn)] , (20b)

ci = coth [θo(xi+1 − xi)] + coth [θo(xi − xi−1)] , i = 2, .., n− 1 , (20c)

di = − csch [θo(xi+1 − xi)] , i = 1, .., n− 1 . (20d)

In addition, as shown in Appendix A of [18], the matrix product PB can also be written as a tridiagonal

matrix of the form

PB ≡ 1

2D
Pb , where Pb ≡




e1 k1 0 · · · 0 0 0

−k1 e2
. . .

. . .
. . . 0 0

0
. . .

. . .
. . .

. . .
. . . 0

...
. . .

. . .
. . .

. . .
. . .

...

0
. . .

. . .
. . .

. . .
. . . 0

0 0
. . .

. . .
. . . en−1 kn−1

0 0 0 · · · 0 −kn−1 en




, (21a)

with matrix entries defined for n > 2 by

e1 = tanh [θo(1 + x1)]− coth [θo(x2 − x1)] , en = coth [θo(xn − xn−1)]− tanh [θo(1− xn)] , (21b)

ei = coth [θo(xi − xi−1)]− coth [θo(xi+1 − xi)] , i = 2, .., n− 1 , (21c)

ki = csch [θo(xi+1 − xi)] , i = 1, .., n− 1 . (21d)

Substituting (19) into (17), the following result equivalent to that in (7b) is obtained.

Corollary 2.1 For n > 2, the DAE system in Principal result 2.1 is equivalent to the tridiagonal matrix

DAE system
dγx

dσ
∼ − qθo

2(p+ 1)
f(p; γ)H−1Pbh , Bh = bmθoh

βm−s . (22)

Here
dγx

dσ
is defined in (17) and H, B, Pb are defined in (18a), (20), and (21), respectively. For the case of

one spike, i.e. n = 1, the motion of the centre of the spike is governed by

|x′1|γ sgn (x′1) ∼
qθo

2(p+ 1)
f(p; γ) [tanh(θo(1− x1))− tanh(θo(1 + x1))] . (23)
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The explicit result in (23) was obtained by solving (7c) for G(x;x1) and evaluating the required terms in

the ODE for x1 in Principal result 2.1. The advantage of the formulation for n > 2 in (22), as compared to

that in Principal result 2.1, is that (22) is expressed only in terms of tridiagonal matrices.

The DAE system (22) has an equilibrium state with spikes of a common height. This state is the same

as with regular diffusion and is characterised by a pattern of n spikes centred at xi = −1 + (2i− 1)/n for

i = 1, . . . , n, with a common spike height H̄ given by

H̄ =

(
2

bm

√
µD tanh

θo
n

)1/(βm−s−1)

. (24)

From (22), the dynamics of the spikes depends on the anomaly dependent factor f(p; γ). Some key properties

of f(p; γ) are derived in §2.1.

2.1 Properties of the anomaly dependent function f(p; γ)

The DAE system for spike evolution depends on the anomaly dependent factor f(p; γ) defined by

f(p; γ) =

(∫ ∞

−∞

up+1 dy

)/(∫ ∞

−∞

u′(y)Dγ
yu dy

)
. (25)

To study the influence of γ in f(p; γ) the fractional operator Dγ
yu must be first computed. For the numerical

computation below the fractional operator in Lemma 2.1 was truncated as

D
γ
yu(y) =

1

Γ(−γ) sgn
(
dxi
dσ

)∫ y∞

0

{
u(y)− u

(
y + sgn

(
dxi
dσ

)
ζ

)}
dζ

ζγ+1
, (26)

where y∞ is a large positive number. Since u is an even function, it is readily observed that

D
γ
(−y)u(−y)

∣∣∣∣∣
x′
i>0

= −Dγ
yu(y)

∣∣∣∣∣
x′
i<0

.

Thus, it suffices to compute the operator for x′i < 0. Using this property together with the fact that u is

even, it follows immediately that

∫ ∞

−∞

u′(y)Dγ
yu(y)

∣∣∣∣∣
x′
i>0

dy = −
∫ ∞

−∞

u′(y)Dγ
(−y)u(−y)

∣∣∣∣∣
x′
i<0

dy =

∫ ∞

−∞

u′(ỹ)Dγ
ỹu(ỹ)

∣∣∣∣∣
x′
i<0

dỹ .

From the definition of f(p; γ) in (25) it is concluded that

f(p; γ)

∣∣∣∣∣
x′
i>0

= f(p; γ)

∣∣∣∣∣
x′
i<0

∀ p, γ .

Thus, the anomaly factor does not depend on the sign of x′i.

For a straightforward numerical computation, the expression (26) was regularised using integration by

parts twice to get

D
γ
yu(y) =

y−γ
∞

Γ(1− γ) sgnx
′
i

(
u(y)− u (y + y∞ sgnx′i)

)
+

y1−γ
∞

Γ(2− γ)u
′ (y + y∞ sgnx′i)

− 1

Γ(2− γ)

y+y∞ sgn x′
i∫

y

(u(ξ)− up(ξ))
(
(ξ − y) sgnx′i

)1−γ

dξ . (27)
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In the limit γ −→ 1 it is possible to integrate the last term in this expression and then pass to the limit to

obtain

lim
γ−→1−

D
γ
yu = lim

y∞−→∞

{
sgnx′i
y∞

(
u(y)− u(y + y∞ sgnx′i)

)
+ u′(y + y∞ sgnx′i)−

∫ y+y∞ sgn x′
i

y

u′′(ξ)dξ

}
,

which yields lim
γ−→1−

D
γ
yu = u′(y). This shows that as γ −→ 1− the fractional operator for both signs of x′i

recovers the first integer derivative u′, which is an odd function.

With (27) it is possible to compute the fractional derivative analytically at the stagnation limit γ = 0.

For any fixed y∞ 6= 0

lim
γ−→0+

D
γ
yu = sgnx′i

(
u(y)− u (y + y∞ sgnx′i)

)
+ y∞u

′ (y + y∞ sgnx′i)

−
∫ y+y∞ sgn x′

i

y

(
(ξ − y) sgnx′i

)
u′′(ξ) dξ = 0 .

Thus lim
γ−→0+

D
γ
yu = 0, implying that f(p; γ) −→ ∞ as γ −→ 0+. To compute the asymptotics of f(p; γ) for

0 < γ ≪ 1 use (27) with x′i > 0 to get

D
γ
yu (y)

∣∣∣∣∣
x′
i>0

=
u (y)− u (y + y∞)

yγ∞Γ(1− γ) +
y1−γ
∞

Γ(2− γ)u
′ (y + y∞)− 1

Γ(2− γ)

y+y∞∫

y

u′′(ξ) (ξ − y)1−γ
dξ .

For γ ≪ 1 expand using

Γ(2− γ) = 1− γΓ′(2) +O
(
γ2
)
, Γ(1− γ) ∼ 1 + γ (1− Γ′(2)) +O

(
γ2
)
, y−γ

∞ ∼ 1− γ ln y∞ +O
(
γ2
)
.

After some algebra one obtains that for any fixed y∞ 6= 0

lim
γ−→0+

D
γ
yu = γ

{(
u (y)−u (y + y∞)

)
(ln y∞−1)−u′(y+y∞)y∞ ln y∞+

∫ y+y∞

y

u′′(ξ)(ξ−y) ln(ξ−y)dξ
}
+O

(
γ2
)
.

Note that in this expression the term of order O(γ) is not uniformly bounded as y∞ −→ ∞. This shows

that the limiting procedures γ −→ 0+ and y∞ −→∞ do not commute.

In figure 1 D
γ
yu is plotted with x′i < 0 for p = 2 and a range of values of γ. In the computation the

integration parameter y∞ = 5 and integration step δξ = 0.05 were used. As a check on the computation,

the numerical results were shown to agree very well with the analytical result Dyu = u′ when γ = 1 ( not

shown ). The function f(p; γ) was computed numerically and is shown as a surface in the (p, γ) parameter

plane in figure 2. In figure 3 f(p; γ) is plotted for fixed values of p. Notice that the curve f(2; γ) is not

monotone. At p = 3 the minimum is obtained when γ is very close to γ = 1. For p > 3 the curves appear

to be monotone. For γ = 1 an exact expression is known from [18]

f(p; 1) = 2

(
p+ 1

p− 1

)
.

Thus, f(p; 1) is a monotonously decreasing function of p with a limiting value lim
p−→∞

f(p; 1) = 2. In summary,

the numerical results in this sub-section support the conjecture that f(p; γ) > 0 for all 0 < γ < 1 and p > 1.

Such a result is needed below to classify the stability properties of the equilibrium of the DAE system in

Corollary 2.1.

11



y

D
γ y
u

∣ ∣ ∣ ∣ ∣ x
′ i
<
0

−y∞ 0 y∞

-3

Figure 1: Numerical computation of D
γ
yi

u
∣

∣

∣

x′
i
<0

for γ equally spaced between γ = 0 ( stagnation ) and γ = 1 ( regular diffusion ).

The dashed horizontal line corresponds to the stagnation limit γ = 0, while the dashed curve corresponds to the regular diffusion limit

Dyu = u′(y), which is an odd function. The fractional derivatives for 0 < γ < 1 are neither odd nor even.

2.2 Evolution of a two spike pattern

For a quasi-equilibrium pattern of two spikes centred at x1 and x2, so that −1 < x1(σ) < x2(σ) < 1, the

non-linear DAE system in (22) of Corollary 2.1 for the spike motion can readily be simplified to the following

result.

Corollary 2.2 For n = 2 the DAE system for the spike evolution is given by

dγx1
dσ

= −qθof(p; γ)
2(p+ 1)

(
tanh[θo(1 + x1)]− coth[θo(x2 − x1)] + ζ−1

H csch[θo(x2 − x1)]
)

(28a)

dγx2
dσ

= −qθof(p; γ)
2(p+ 1)

(−ζH csch[θo(x2 − x1)] + coth[θo(x2 − x1)]− tanh[θo(1− x2)]) . (28b)

Here ζH ≡ H̄1/H̄2 is the ratio of spike heights, and satisfies the non-linear algebraic equation F(ζH) = 0,

where F(ζH) is defined by

F(ζH) ≡ csch
(
θo(x2 − x1)

)(
ζβm−s+1
H − 1

)
+ coth

(
θo(x2 − x1)

)(
ζH − ζβm−s

H

)

+tanh
(
θo(1 + x1)

)
ζH − tanh

(
θo(1− x2)

)
ζβm−s
H . (28c)

For the special case of a symmetric two spike quasi-equilibrium solution for which x1 = −x2 at all times, the

spikes have equal height so that ζH = 1. For this special case the ODE’s in (28) reduce to

dγx

dσ
= −qθof(p; γ)

2(p+ 1)

{
tanh

(
θo(1− x2)

)
− tanh(θox2)

}( 1

−1

)
. (29)

In terms of the instantaneous spike location x2 = x2(σ), the common spike height H̄ is given by

H̄ =



tanh(θox2) + tanh

(
θo(1− x2)

)

bmθo




1/(βm−s−1)

.

The qualitative feature of the dynamics under (29) is readily apparent. Suppose that 0 < x2(0) < 1/2 and

x1(0) = −x2(0). Then, x′2 = −x′1 > 0 for all σ, and x2(σ) satisfies the ODE

|x′2|γ =
qθof(p; γ)

2(p+ 1)

{
tanh

(
θo(1− x2)

)
− tanh(θox2)

}
. (30)
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Figure 2: The anomaly dependent function f(p; γ)

Since f(p; γ) > 0, x2 −→ 1/2
−

as σ −→ ∞. In a similar way, if 1/2 < x2(0) < 1, then x′2 = −x′1 < 0 and

x2 −→ 1/2
+
as σ −→∞.

Apart from the different time scales of spike motion, another key effect of sub-diffusion is that the

approach of a spike to its equilibrium state is algebraic in σ. This is in contrast to the exponential rate of

approach as typical for the case of regular diffusion. Setting x2 = 1/2− δ with δ −→ 0+ in (30) one obtains

upon linearisation that δ satisfies

δ′ ∼ −µ δ1/γ , µ ≡
(
qf(p; γ)

(p+ 1)D
sech2

θo
2

)1/γ

.

With the initial value δ(0) = δ0 the solution to this ODE is

δ ∼
(
δ
(γ−1)/γ
0 +

µ(1− γ)σ
γ

)−γ/(1−γ)

. (31)

Therefore, for σ ≫ 1, the algebraic approach to the equilibrium is governed by δ ∼ c σ−γ/(1−γ), where c is

some positive constant. Figure 4 compares the sub-diffusive motion for several values of γ to that of regular

spike motion with γ = 1.

3 Stability theory for exponential disturbances

The uniformly valid approximation of the quasi-equilibrium profile on −1 < x < 1 constructed in §2 has the

form

a ∼ aqe =
n∑

i=1

H̄β
i (σ)u

(
x− xi
ǫγ

)
, h ∼ hqe = bm

n∑

i=1

H̄βm−s
i (σ)G(x;xi) . (32)

For the study of stability properties the slow time variable σ is considered fixed and satisfies σ = O(1), so
that t ∼ O(ǫ−(γ+1)) ≫ 1. In the context of fractional differential equations the perturbations do not grow

exponentially in time with a constant growth rate, depriving the eigenvalue problem of its classical meaning.
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Figure 3: The function f(p; γ) for p = 2, 3, 4, 5.

γ = 0.2

γ = 0.5

γ = 0.8

γ = 1

σ

x
2

0 σ ≫ 1

1/2− δ0

1/2

Figure 4: Evolution of two symmetric spikes ( only the rightmost spike shown ) for several values of γ: full numerical from (30) ( solid )

and approximate solution from (31) ( dashed ). Note the slow algebraic decay of the initial disturbance δ0 as opposed to the exponential

decay for the case γ = 1. The system parameters used are δ0 = 0.4, p = 2, q = 1, and D = 1.
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Instead, it should be regarded as an asymptotic theory of perturbations that evolve exponentially in time to

leading order:

a ∼ aqe + eλt ã(x), ã(x) ∼ ã(0) + ǫγ ã(1) + . . . , |ã| ≪ 1, (33a)

h ∼ hqe + eλt h̃(x), h̃(x) ∼ h̃(0) + ǫγ h̃(1) + . . . ,
∣∣∣h̃
∣∣∣≪ 1, (33b)

λ(t) ∼ λ(0) + ǫγλ(1)(t) + . . . , λ(0) = const.

Hereinafter {λ(0), ã(0)} are referred to as eigenvalue and eigenfunction for convenience, yet one must bear in

mind that only at the limit γ = 1 do they in fact correspond to these classical notions. When substituting (33)

into (2) and collecting the leading order terms, the following expression involving the fractional derivative

of the exponent appears:

S ≡ e−λ(0)t d
γ

dtγ
eλ

(0)t = − 1

Γ(−γ)

∫ t

0

1− e−λ(0)ζ

ζγ+1
dζ . (34)

In the limit t −→ ∞ the integral converges if and only if ℜλ(0) > 0, which is quite different from the

behaviour with an integer derivative. With γ = 1 and λ(0) > 0 the derivative
d

dt
eλ

(0)t diverges exponentially

at t −→ ∞, and then the factor exp(−λ(0)t) makes the expression finite. With γ = 1 and λ(0) < 0 the

factor exp(−λ(0)t) diverges exponentially, but the derivative
d

dt
eλ

(0)t decays exponentially, again resulting

in a finite expression. In the sub-diffusive case with 0 < γ < 1 and λ(0) > 0 the derivative
dγ

dtγ
eλ

(0)t diverges

exponentially at t −→ ∞, and the factor exp(−λ(0)t) makes the expression finite. However for λ(0) < 0 the

derivative
dγ

dtγ
eλ

(0)t decays only algebraically, and with the exponential factor exp(−λ(0)t) the expression is

divergent. Therefore the derivation below is valid for ℜλ(0) > 0. This nuance adds a certain subtlety to the

interpretation of the current stability theory, rendering it sufficient to study the onset of instability, i.e. the

limit ℜλ(0) −→ 0+, yet it is impossible to trace eigenvalues in the left half of the complex plane. This is

summarised in the following lemma.

Lemma 3.1 In the limit t = σǫ−(γ+1) ≫ 1 with ǫ −→ 0 and σ ∼ O(1) the asymptotic relation

S ≡ e−λ(0)t d
γ

dtγ
eλ

(0)t ∼ λ(0)γ +O
(
ǫγ(γ+1)

)
,

holds if and only if ℜλ(0) > 0.

Proof Integrate the expression in (34) by parts and let t = O(ǫ−(γ+1))≫ 1 to obtain

lim
ǫ−→0

e−λ(0)t d
γ

dtγ
eλ

(0)t = − 1

Γ(1− γ) lim
ǫ−→0

{
1− e−λ(0)t

tγ
− λ(0)

∫ t

0

e−λ(0)ζζ−γdζ

}
∼

λ(0)
γ

Γ(1− γ) lim
ǫ−→0

∫ λ(0)t

0

e−ξξ−γdξ +O
(
ǫγ(γ+1)

)
.

The error order in this expression arises from the algebraic decay of t−γ regardless of the exact value of λ(0).

Notice also that the path of integration of the last integral above is a line in the complex plane. To evaluate

the integral, form a closed contour consisting of this line, an arc of radius R ≡
∣∣λ(0)

∣∣ t ( corresponding to
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R =
∣∣λ(0)t

∣∣

ε ∣∣λ(0)
∣∣ t

Figure 5: Closed integration contour in the evaluation of e−λ(0)t dγ

dtγ
eλ

(0)t

R −→ ∞ at the limit ǫ −→ 0 ), the interval (ε,R) on the real axis and an arc of radius ε −→ 0 ( ε is

independent of ǫ ). The contour is depicted in figure 5. Upon using the residue theorem one gets

lim
ǫ−→0

e−λ(0)t d
γ

dtγ
eλ

(0)t =
λ(0)

γ

Γ(1− γ) lim
R−→∞
ε−→0

{
ıR1−γ

∫ arg λ(0)

0

e−Reıθeı(1−γ)θdθ

−ıε1−γ

∫ arg λ(0)

0

e−εeıθeı(1−γ)θdθ +

∫ R

ε

e−ξξ−γdξ

}
∼ λ(0)γ +O

(
ǫγ(γ+1)

)
,

where the first integral exists if and only if ℜλ(0) > 0. �

Remark 3.1 Since γ < γ(γ + 1) for any 0 < γ 6 1, the asymptotic estimate above for the time scale

t = O(ǫ−(γ+1)) shows that S ∼ λ(0)γ provided that λ(0) satisfies ℜλ(0) > 0 and is not too close to the origin

in the sense that
∣∣λ(0)

∣∣ must satisfy
∣∣λ(0)

∣∣ ∼ O (ǫ) or larger.

3.1 The non-local eigenvalue problem

With Lemma 3.1 the linearisation around the quasi-equilibrium pattern (32) is

λ(0)
γ
ã(0) =

(
ǫ2γ

d2

dx2
− 1 + p

ap−1
qe

hqqe

)
ã(0) − q

apqe

hq+1
qe

h̃(0), (35a)

τλ(0)
γ
h̃(0) =

(
D

d2

dx2
− 1− ǫ−γs

amqe

hs+1
qe

)
h̃(0) + ǫ−γm

am−1
qe

hsqe
ã(0) , (35b)

d

dx
ã(0)

∣∣∣∣
x=±1

=
d

dx
h̃(0)

∣∣∣∣
x=±1

= 0. (35c)

A localised eigenfunction of form

ã(0) ∼
n∑

i=1

ã
(0)
i

(
x− xi
ǫγ

)
(36)

is expected. In the outer region away from the spikes one can represent (35b) as ( see the derivation of

Proposition 2.3 of [20] )

D
d2

dx2
h̃(0) −

(
1 + τλ(0)

γ
+ sbm

n∑

i=1

H̄βm−s−1
i δ(x− xi)

)
h̃(0) = −

n∑

i=1

wiδ(x− xi) ,

wi = mH̄βm−s−β
i

∫ ∞

−∞

um−1ã
(0)
i dyi .

(38)

16



Problem (38) with boundary conditions (35c) is equivalent to the following problem defined on [−1, 1], which
has internal continuity and jump conditions:

D
d2

dx2
h̃(0) −

(
1 + τλ(0)

γ
)
h̃(0) = 0 ,

h̃(0)
(
x+i
)
= h̃(0)

(
x−i
)
, i = 1, . . . , n ,

D

(
d

dx
h̃(0)

∣∣∣∣
x+
i

− d

dx
h̃(0)

∣∣∣∣
x−
i

)
= sbmH̄

βm−s−1
i h̃(0) (xi)− wi , i = 1, . . . , n ,

d

dx
h̃(0)

∣∣∣∣
x=±1

= 0 .

(39b)

This problem is readily solved by patching together appropriate solutions defined on each sub-interval. Upon

substituting (36) into (35a), one obtains n separate problems, one in the vicinity of each spike:

d2

dy2i
ã
(0)
i −

(
1 + λ(0)

γ − pup−1
)
ã
(0)
i = qH̄β−1

i up (yi) h̃
(0) (xi) , lim

|yi|−→∞
ã
(0)
i = 0 , i = 1, . . . , n .

For the case of n-identical spikes, the following result is analogous to Proposition 2.3 of [20].

Proposition 3.1 For an equilibrium n-spike pattern with spikes of equal height the localised eigenfunction

corresponding to the activator concentration satisfies the non-local fractional eigenvalue problem

(
d2

dy2
− 1 + pup−1

)
Ã(0) − χi u

p

∫∞

−∞
um−1Ã(0) dy
∫∞

−∞
um dy

= λ(0)
γ
Ã(0) , −∞ < y <∞ , (40a)

lim
|y|−→∞

Ã(0) = 0 . (40b)

In this NLEP there are n choices for the multiplier χi, given by

χi ≡ qm
(
s+

κi
2

θ

θo
coth

θo
n

)−1

, θ ≡ θo
√

1 + τλ(0)
γ
, θo ≡ D−1/2 ,

κi ≡ κ
(
(λ(0))γ ;n, i

)
= 2 csch

2θ

n

{
cosh

(
2θ

n

)
− cos

(
π(i− 1)

n

)}
, i = 1, . . . , n .

(40d)

Proof Upon seeking a common ( up to a scalar ) localised eigenfunction for all n spikes, the general form

(36) simplifies to

ã(0) ∼
n∑

i=1

ciÃ
(0)

(
x− xi
ǫγ

)
, (41)

where the constants ci for i = 1, . . . , n are as determined below. Then, by using (24) and rescaling the

equations (39) with h̃(0) 7−→ H̄h̃(0) and Ã(0) 7−→ H̄βÃ(0), one obtains

D
d2

dx2
h̃(0) −

(
1 + τλ(0)

γ
)
h̃(0) = 0 , −1 < x < 1 ,

h̃(0)
(
x+i
)
= h̃(0)

(
x−i
)
,

d

dx
h̃(0)

∣∣∣∣
x=±1

= 0 ,

d

dx
h̃(0)

∣∣∣∣
x+
i

− d

dx
h̃(0)

∣∣∣∣
x−
i

= 2θo tanh

(
θo
n

)(
sh̃(0) (xi)−

m

bm
ci

∫ ∞

−∞

um−1Ã(0) dy

)
,

(42b)
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{
d2

dy2
Ã(0) −

(
1 + λ(0)

γ − pup−1
)
Ã(0)

}
ci = quph̃(0) (xi) , lim

|y|−→∞
Ã(0) = 0 . (42c)

Next, (42b) is solved for h̃(0) on each sub-interval to obtain

h̃(0) =





h̃(0) (x1)
cosh (θ(x+ 1))

cosh (θ(x1 + 1))
−1 < x < x1

h̃(0) (xi+1)
sinh (θ(x− xi))

sinh(2θ/n)
+ h̃(0) (xi)

sinh (θ(x− xi+1))

sinh(2θ/n)
xi<x<xi+1

i=1, ... ,n−1

h̃(0) (xn)
cosh (θ(x− 1))

cosh (θ(xn − 1))
xn < x < 1 ,

where the continuity constraints for h̃(0) at each xi were imposed. To determine h̃(0) (xi) the internal jump

conditions for
d

dx
h̃(0) at each xi must be satisfied. Thus the tridiagonal matrix system is obtained

(
B+ 2s

θo
θ
tanh

(
θo
n

)
I

)
h(0) = 2

θo
θ
tanh

(
θo
n

)
m

bm
c

∫ ∞

−∞

um−1Ã(0) dy , (43)

where I is the n× n identity matrix, and the matrix B is defined by

B
def
=




dλ fλ 0 . . . . . . 0

fλ eλ fλ 0 . . . 0

0 fλ eλ fλ . . . 0
...

...
. . .

. . .
...

...

0 . . . fλ eλ fλ 0

0 . . . 0 fλ eλ fλ

0 . . . . . . 0 dλ fλ




,

dλ = coth

(
2θ

n

)
+ tanh

(
θ

n

)
,

eλ = 2 coth

(
2θ

n

)
,

fλ = − csch

(
2θ

n

)
,

(
h(0)

)

i
= h̃(0) (xi) , (c)i = ci .

The eigenvectors of B are readily determined as

cTi =

{
cos

π(i− 1)

2n
, cos

3π(i− 1)

2n
, . . . , cos

((
n− 1

2

)
π(i− 1)

n

)}
, i = 1, . . . , n , (44)

with corresponding eigenvalue

κi ≡ κ
(
(λ(0))γ ;n, i

)
= 2 csch

2θ

n

(
cosh

2θ

n
− cos

π(i− 1)

n

)
> 0 , i = 1, . . . , n .

The coefficients ci for i = 1, . . . , n in (41) are the components of any one of the eigenvectors in (44). Any

eigenpair {κ, c} satisfying Bc = ν c also satisfies (B + αI) c = (ν + α) c for all α. Therefore, by taking

α = 2s
θo
θ
tanh

θo
n
, the inversion of (43) and substitution of h(0) into (42c) complete the proof. �

Remark 3.2 The eigenpairs {κi, ci} for i = 1, . . . , n, are identical to those computed for regular diffusion.

The mode i = 1 is called the synchronous mode, since the corresponding eigenfunction governing the insta-

bility in the spike amplitudes is c1 = (1, . . . , 1)t. The other modes, for 1 < i ≤ n are called asynchronous

or competition modes since, by the symmetric nature of the matrix B, they satisfy ci · (1, . . . , 1)t = 0. Sub-

stitution of γ = 1 in (40) recovers the problem corresponding to regular diffusion. Moreover, the normal

problem can be obtained by the mapping λ(0)
γ 7−→ λ(0). Hence the stability theorems for the normal case can

be applied directly to infer the location of ℜλ(0)γ and thus the location of ℜλ(0).
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ℜν

ℑν |λ| ∼ o(ǫ)

πγ/2

πγ

0

0

Figure 6: Admissibility and instability region in the ν plane ( shaded ) corresponding to the asymptotics validity constraint |λ| ∼ O(ǫ)

or larger. Dashed lines show the region conforming to the principal branch.

The NLEP associated with regular diffusion ( γ = 1 ) is referred to as the regular NLEP. This spectral

problem is given by (40) where λ(0)
γ
is replaced by the eigenvalue ν. In [20] many rigorous results for the

spectrum of the regular NLEP in the complex ν plane were obtained. By using the mapping λ(0)
γ
= ν,

these previous results can be used to infer stability or instability for the sub-diffusive case. More specifically,

writing ν = |ν| exp(ıφ) with φ = arg ν ∈ (−π, π], the map λ(0)
γ
= ν yields that

λ(0) = |ν|1/γeıφ/γ . (45)

where −π < φ/γ 6 π should hold to remain on the principal branch in the λ(0) plane. The NLEP formulation

with sub-diffusion required that ℜλ(0) > 0 and |λ(0)| ≫ O(ǫ). Therefore, in terms of the spectral ν plane

associated with the regular NLEP, the sub-diffusive system will be unstable if the regular NLEP has an

eigenvalue in the following wedge with cutout near the origin, being a subset of the right half-plane ℜ(ν) > 0

( see figure 6 )

−πγ
2

6 φ 6
πγ

2
, |ν| ≫ O(ǫ) . (46)

The set (46) is the wedge of instability of the sub-diffusive NLEP. Notice that the wedge becomes narrower

as γ decreases.

A simple consequence of this result is that if the regular NLEP admits a positive real eigenvalue ν∗ > 0,

then this eigenvalue must lie in the wedge of instability for the sub-diffusive NLEP for any 0 < γ < 1.

Such an eigenvalue λ(0) then yields an exponentially growing perturbation ( to leading order ) to the n-spike

equilibrium solution of the sub-diffusive problem. A sufficient condition for this to occur is the following.

Theorem 3.1 Suppose that n > 2 and either m = 2 and 1 < p 6 5, or m = p+1. Then, for any τ > 0, the

regular NLEP has a positive real eigenvalue ν∗ when D > Dth|γ=1, where

Dth|γ=1
def
=

4

n2 ln2
(
αn +

√
α2
n − 1

) , αn = 1 +
1

ζ

(
1 + cos

π

n

)
, ζ =

qm

p− 1
− s− 1 . (47)

Consequently, for this range of parameters there is a positive real eigenvalue λ(0) = (ν∗)1/γ that lies in the

wedge of instability for the sub-diffusive NLEP.
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Proof Following (5.1) and (5.2) of [20], the eigenvalues for the regular NLEP are the roots of the functions

gi(ν) = 0 for i = 1, . . . , n, where

gi(ν) ≡ Ci(ν)− f(ν) , f(ν) ≡
∫∞

−∞
um−1 (L0 − ν)−1

up dy
∫∞

−∞
um dy

. (48)

Here L0 =
d2

dy2
− 1 + pup−1 is the local operator, and from (40) the functions Ci(ν) ≡ χ−1

i are given by

Ci(ν) =
s

qm
+

√
1 + τν

qm tanh (θo/n)

(
tanh

θ

n
+

1− cos
(
π(i− 1)/n

)

sinh (2θ/n)

)
. (49)

In order to prove that there is a positive real eigenvalue it suffices to consider (48) with i = n. Proposition

5.1 of [20] proves that Cn(0) > 1/(p− 1) whenever D > Dth|γ=1. In addition, Proposition 5.1 of [20] proves

that when ν is real, then C ′
n(ν) > 0 for all ν > 0 for any τ > 0. Under the stated conditions on the

exponents p and m, Proposition 3.5 of [20] proves that f(0) = 1/(p− 1) and that f ′(ν) > 0 on 0 < ν < νloc

with f(ν) −→ +∞ as ν −→ ν−loc, where νloc > 0 is the unique positive real eigenvalue of the local operator

L0. Hence, there must exist a unique root to gn(ν) = 0 on 0 < ν < νloc. �

Remark 3.3 Theorem 3.1 gives a sufficient condition for the sub-diffusive system to exhibit instability. Note

that when D > Dth|γ=1 and τ is sufficiently large, the regular NLEP can have many unstable eigenvalues,

i.e. ones with ℜν > 0 (cf. [20]). However, for a fixed value of γ, it is rather difficult to know precisely

whether these eigenvalues of the regular NLEP lie within the wedge of instability for the sub-diffusive NLEP.

The next result for the special case τ = 0 gives a simple condition to guarantee that there are no

eigenvalues ν of the regular NLEP problem in the wedge of instability for the sub-diffusive case.

Theorem 3.2 Suppose that n > 2, τ = 0, and D < Dth|γ=1 and that either m = 2 and 1 < p 6 5,

or m = p + 1. Then, any eigenvalue of the regular NLEP satisfies ℜν < 0. Consequently, there are no

eigenvalues in the wedge of instability for the sub-diffusive NLEP.

Proof The proof of this result is given in Proposition 5 of [17]. �

Remark 3.4 For the special case τ = 0 and n > 2, combining Theorems 3.1 and 3.2 allows to conclude

that the threshold Dth|γ=1 still essentially provides the threshold for the sub-diffusive case. However, since

the sub-diffusive NLEP formulation required that |λ(0)| > O(ǫ), one cannot examine in detail the eigenvalues

close to the onset of instability, namely when
∣∣∣D −Dth|γ=1

∣∣∣≪ 1.

In the next two subsections Hopf bifurcations characterised by critical values of τ are considered for the

case of one and two spike equilibrium solutions.

3.2 Hopf bifurcation

3.2.1 One spike equilibrium solution

For the case of a one spike equilibrium solution the threshold Dth|γ=1 is undefined. When D is not expo-

nentially large as ǫ −→ 0, it is known for the regular NLEP problem that the stability is lost due to a Hopf

bifurcation when τ exceeds some critical value (cf. [20]).
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The eigenvalues of the regular NLEP are the roots ν of g(ν) = 0, where

g(ν) ≡ C(ν)− f(ν) , f(ν) ≡
∫∞

−∞
um−1 (L0 − ν)−1

up dy
∫∞

−∞
um dy

. (50)

In [20] the following rigorous results on the spectrum of the regular NLEP (50) were obtained.

Theorem 3.3 Assume that τ > 0, m = 2, and p > 1. Then for any D > 0 the number of eigenvalues M of

(50) in the right half-plane ℜν > 0 is either M = 0 or M = 2.

Theorem 3.4 Suppose that either m = 2 and p = 2, or m = p + 1 and 1 < p ≤ 5. Then, for any D > 0,

there exists a value τ0c = τ0c(D) > 0, such that there are exactly two eigenvalues of (50) on the positive real

axis for all τ > τ0c. These two roots are in the interval 0 < ν < νloc. For τ > τ0c, and m = 2, these are

the only two eigenvalues in the right half-plane. In the limit τ −→∞ one of these eigenvalues tends to zero,

while the other eigenvalue tends to νloc. This also proves the existence of a value τ0H(D) > 0 such that there

is a pair of complex conjugate eigenvalues on the imaginary axis when τ = τ0H(D).

Theorems 3.3 and 3.4 were proved in Propositions 3.4 and 3.7, respectively, of [20]. For the sub-diffusive

NLEP problem the proof in [20] of Theorem 3.3 must be modified slightly since the mapping λ(0)
γ
= ν

generates possible points of non-analyticity. This is done in Appendix A, where a result analogous to

Theorem 3.3 is proved for the sub-diffusive NLEP. Theorem 3.4, characterising the spectrum on the positive

real axis, pertains directly to the sub-diffusive NLEP since λ(0) is real and positive whenever ν is real and

positive.

The numerical results in [20] for the spectrum of the regular NLEP suggest that results stronger than

Theorems 3.3 and 3.4 in fact hold. Namely, for a wide class of exponent sets, the numerical results of [20]

indicate that there is a unique value τ0H of τ for which the regular NLEP (50) has a complex conjugate pair

of imaginary eigenvalues ν = ±iν0H . Furthermore, for τ > τ0H the paths of unstable complex conjugate

eigenvalues in ℜν > 0 merge onto the positive real axis at value ν = ν0 > 0 when τ = τ0c(D) > τ0H(D). For

τ > τ0c one of the real eigenvalues tends to the origin while the other eigenvalue tends to νloc as τ −→ ∞.

In figure 7 the numerically computed path of the eigenvalues of the regular NLEP are shown for the case

D = 1 and exponent set (p, q,m, s) = (2, 1, 2.0).

The following conjecture is based on the numerical results of [20] and has been validated numerically for

various exponent sets (p, q,m, s).

Conjecture 3.1 There is a unique value τ0H , for which the regular NLEP has a Hopf bifurcation. For

τ0H < τ < τ0c, the path ν = ν(τ) of the complex eigenvalue in the first quadrant is such that ℜν (ℑν)
increases (decreases) monotonically as τ increases. When τ = τ0c the regular NLEP has a positive real

eigenvalue ν0 of multiplicity two.

The key observation is that an unstable eigenvalue of the regular NLEP only generates an instability for

the sub-diffusive NLEP when it lies within the wedge of instability (46). This wedge of instability becomes

narrower as the anomaly exponent γ decreases. Therefore under Conjecture 3.1 one concludes that the Hopf

bifurcation threshold τH for the sub-diffusive NLEP increases when the anomaly exponent γ decreases. The

anomaly dependent threshold τH is computed numerically from the implicit condition that

arg ν =
πγ

2
, (51)
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ℜν

ℑν

πγ/2

0 νo
-1

0

1

Figure 7: The eigenvalue path, parameterised by τ , for the regular NLEP in the complex ν plane is plotted, together with the γ-

dependent instability wedge for the sub-diffusive NLEP. For τ > τ0H a complex conjugate pair of eigenvalues is in the right half-plane,

and they merge onto the real axis at ν = ν0 > 0 when τ = τ0c > τ0H . For τ > τ0c the eigenvalues remain on the positive real axis with

one eigenvalue tending to zero and the other tending to νloc as τ → ∞. The system parameters are (p, q,m, s) = (2, 1, 2, 0) and D = 1.

D = 5

D = 1

D = 0.2

γ

τ

0 1
0

3

6

9

12

15

18

Figure 8: The dependence of the Hopf bifurcation threshold τH on the anomaly exponent γ for several values of D corresponding to a

one spike equilibrium solution. System parameters used (p, q,m, s) = (2, 1, 2, 0).

which involves the eigenvalue path ν = ν(τ) of the regular NLEP (50) that satisfies ℜν > 0. Condition (51)

corresponds to the minimum value of τ for which this eigenvalue path enters the wedge of instability of the

sub-diffusive NLEP. In this sense, when Conjecture 3.1 holds, it follows that, in comparison with the regular

GM model, the sub-diffusive GM model admits a larger range of values of τ for which a one spike solution

is stable. This leads to the following result.

Proposition 3.2 Assume that Conjecture 3.1 for the regular NLEP holds. Then the Hopf bifurcation thresh-

old τH of the sub-diffusive NLEP increases when the anomaly exponent γ decreases. In particular, τH −→ τ0H

as γ −→ 1− and τH −→ τ0c as γ −→ 0+. Therefore, the maximum value of τ for which a Hopf bifurcation

occurs for the sub-diffusive NLEP is the critical value τ0c, and this occurs only in the limit γ −→ 0+.

Figure 8 shows numerical results, computed from (46) and (50), for the dependence of the Hopf bifurcation

threshold τH on the anomaly exponent γ for a few values of D.

Figures 9-11 compare the eigenvalues of the sub-diffusive NLEP with the case γ = 1 corresponding to

regular diffusion studied in [20]. The comparison is done in the λ(0) plane. Some part of the anomalous
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ℜλ(0)

ℑλ
(0

)

0 ν
1/γ
0

ν0 νlocν
1/γ
loc

-1

0

1

Figure 9: Paths of λ(0) for γ = 1 ( thick curve, regular diffusion ) and γ = 0.8 ( thin curve, sub-diffusion ). The conjugate pair of

eigenvalues corresponds to τ ∼ O(1). As τ exceeds a critical value, the complex conjugate eigenvalues become real with one tending

to the eigenvalue of the local problem ν
1/γ
loc ( dashed line ) and other tending to zero ( solid line ) as τ −→ ∞. The system parameters

are (p, q,m, s) = (2, 1, 2, 0) and D = 1 ( then νloc = 1.25 ).

ℜλ(0)

ℑλ
(0

)

0 ν
1/γ
0

ν0 νloc ν
1/γ
loc

-1

0

1

Figure 10: Paths of λ(0) for γ = 1 ( thick curve, regular diffusion ) and γ = 0.5 ( thin curve, sub-diffusion ). The conjugate pair of

eigenvalues corresponds to τ ∼ O(1). As τ exceeds a critical value, the complex conjugate eigenvalues become real with one tending

to the eigenvalue of the local problem ν
1/γ
loc ( dashed line ) and other tending to zero ( solid line ) as τ −→ ∞. The system parameters

used are (p, q,m, s) = (2, 1, 2, 0) and D = 1 ( then νloc = 1.25 ).
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ℑλ
(0

)
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1/γ
0

ν0 νloc ν
1/γ
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-1

0

1

Figure 11: Paths of λ(0) for γ = 1 ( thick curve, regular diffusion ) and γ = 0.4 ( thin curve, sub-diffusion ). A part of the normal

curve satisfying |arg λ(0)γ | > πγ was discarded in the computation of the anomalous curve ( shown in grey ). The conjugate pair of

eigenvalues corresponds to τ ∼ O(1). As τ exceeds a critical value, the complex conjugate eigenvalues become real with one tending

to the eigenvalue of the local problem ν
1/γ
loc ( dashed line ) and other tending to zero ( solid line ) as τ −→ ∞. The system parameters

are (p, q,m, s) = (2, 1, 2, 0) and D = 1 ( then νloc = 1.25 ).

eigenvalue curve is located in the left half plane, whereas for the same system parameters with normal

diffusion the eigenvalues are unstable. When 0 < γ <
1

2
only a part of the normal curve can be used to

compute the eigenvalues of the sub-diffusive NLEP since the principal branch condition
∣∣∣arg λ(0)γ

∣∣∣ < πγ

must be satisfied.

3.2.2 Asymptotics for 0 < γ ≪ 1

When γ −→ 0, the wedge of instability shrinks into the positive real line excluding the origin. Therefore

it is possible to derive an asymptotic expression for the shape of the eigenvalues’ path providing that the

separation of diffusivity scales of the two species is preserved, i.e. ǫ ∼ o(γ) or lim
ǫ−→0
γ−→0

ǫγ = 0, so that the spike

pattern exists.

Using the mapping λ(0)
γ 7−→ λ(0), the behaviour of the real eigenvalues λ

(0)
+ and λ

(0)
− at τ −→ ∞ is

determined as follows. First, the larger real eigenvalue λ
(0)
+ satisfies

lim
τ−→∞

λ
(0)
+

∣∣∣
γ<1

≷ lim
τ−→∞

λ
(0)
+

∣∣∣
γ=1

if νloc ≷ 1.

In particular, for νloc > 1

lim
τ−→∞
γ−→0

λ
(0)
+ = lim

γ−→0
ν
1/γ
loc =∞.

On the other hand, for νloc < 1

lim
τ−→∞
γ−→0

λ
(0)
+ = lim

γ−→0
ν
1/γ
loc = 0.

In a similar fashion

lim
τ−→∞
γ−→0

λ
(0)
− = lim

γ−→0
ν
1/γ
0 =

{
∞ ν0 > 1

0 ν0 < 1
.

So the two real eigenvalues can chase each other to infinity if 1 < ν0 < νloc or to the origin if 0 < ν0 < νloc < 1.

The curve is least distorted in the case when λ
(0)
− −→ 0 and λ

(0)
+ −→ ∞, i.e. with 0 < ν0 < 1 and νloc > 1,

as happens for the set (p, q,m, s) = (2, 1, 2, 0).
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The complex conjugate part of the curve shrinks into the origin at the limit γ −→ 0 if 0 < ν0 < 1, and

would expand indefinitely if ν0 > 1. So when ν0 ≶ 1
∣∣∣∣
d

dτ
λ(0)

∣∣∣∣
γ<1

≶

∣∣∣∣
d

dτ
λ(0)

∣∣∣∣
γ=1

,

as the eigenvalue changes less ( more ) than for the regular curve, and at the limit τ −→ ∞ d

dτ

∣∣λ(0)
∣∣ will

obviously vanish if 0 < ν0 < 1, but might not vanish if ν0 > 1. Since at 0 < γ ≪ 1 the complex part of

the anomalous curve is generated from the small region about the point ν0, at γ = 0 there are no complex

eigenvalues. This implies that no Hopf bifurcation is possible. Then if in the corresponding normal system

0 < ν0 < 1, there is a triple zero eigenvalue. If in addition 0 < νloc < 1, there will be a quadruple zero

eigenvalue. If 1 < ν0 < νloc, there will be a double zero eigenvalue and two infinite eigenvalues.

For 0 < γ ≪ 1 the complex curve near ν0 can be approximated by the parabola

ℜλ(0)γ ∼ ν0 +
1

2
α
(
ℑλ(0)γ

)2
+ · · · , α =

d2ℜλ(0)γ

d
(
ℑλ(0)γ

)2 < 0 (52)

regardless of whether ν0 ≶ 1. The parameter α is related to the curvature of the complex branch when it

merges into the real axis and can be uniquely determined for each set (p, q,m, s). Using the polar coordinates

λ(0) = ρeıϕ yields a quadratics for ργ

ργ cos(γϕ) ∼ ν0 +
α

2
ρ2γ sin2(γϕ),

which has only one positive solution since α < 0

ρ ∼
(

cos(γϕ)

α sin2(γϕ)

{
1−

√
1− 2αν0 tan

2(γϕ)

})1/γ

.

This is a parametrised form of the asymptotics for the complex branch. Since the small portion of the normal

curve approximated in this manner generates the whole anomalous complex curve, the asymptotics holds

for all −π < ϕ 6 π, though the accuracy is not uniform. Figures 12, 13 show the comparison of the full

numerical solution and the asymptotics for γ = 0.2 and γ = 0.5. Also, the symmetry ϕ ←→ γ implies that

the asymptotics holds for any value of γ for small ϕ, as expected, however the accuracy deteriorates when

either parameter grows, as can be seen from figure 13. Figure 14 shows the maximal error in the parametrised

modulus relatively to the true modulus
∣∣λ(0)

∣∣ for the interval of γ, where the anomalous complex curve can

be obtained from the normal curve for −π < ϕ 6 π, i.e. 0 < γ <
1

2
. Note that α was estimated only once

regardless of the value of γ.

The asymptotics shows how the magnitude of the eigenvalues at the limit γ −→ 0 depends on ν0. Using

the identities

lim
x−→0

(1 + x)1/x = e −→ lim
x−→0

(1 + k̃x)1/x = lim
ζ−→0sgn k̃

(1 + ζ)k̃/ζ = ek̃,

it is obtained that

lim
γ−→0

ρ = lim
γ−→0

ν
1/γ
0

{
1 +

(
1

3
+

1

2
αν0

)
γ2ϕ2 +O

(
γ4
)}1/γ

< lim
γ−→0

ν
1/γ
0 eϕ

√
|k|, k =

1

3
+

1

2
αν0 +O

(
γ2
)

or

lim
γ−→0

ρ =





0 0 < ν0 < 1

exp
(
ϕ
√
|k|
)

ν0 = 1

∞ ν0 > 1.

25



ℜλ(0)

ℑλ
(0
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0 ν
1/γ
0
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maxℑλ(0)

Figure 12: Complex branch of λ(0) for γ = 0.2 ( showing only ℑλ(0) > 0 ): full numerical solution ( green, solid ) and asymptotics by

parabolic approximation of λ(0)γ in the vicinity of ν0. System parameters used (p, q,m, s) = (2, 1, 2, 0) and D = 1 ( then νloc = 1.25 ).

ℜλ(0)

ℑλ
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1/γ
0
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maxℑλ(0)

Figure 13: Complex branch of λ(0) for γ = 0.5 ( showing only ℑλ(0) > 0 ): full numerical solution ( green, solid ) and asymptotics by

parabolic approximation of λ(0)γ in the vicinity of ν0. System parameters used (p, q,m, s) = (2, 1, 2, 0) and D = 1 ( then νloc = 1.25 ).
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Figure 14: Maximal error of the asymptotics of the parametrised modulus ρ(ϕ) normalised by
∣

∣

∣
λ(0)

∣

∣

∣
for 0 < γ <

1

2
.
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Thus but for the special value ν0 = 1, the magnitude of the eigenvalues is determined by the value of ν0,

yielding either a shrinking to the origin or expanding indefinitely closed curve.

The asymptotics for α is derived as follows. Equation (50) in its explicit form

1

χ
=

1

qm

(
s+

θ tanh θ

θo tanh θo

)
=

1

bm

∫ ∞

−∞

um−1
(
L0 − λ(0)

)−1

updy,

can be differentiated with respect to τ since it is in fact an equation for the function λ(0)(τ):

tanh θ/θ + sech2 θ

2Dqmθo tanh θo

{
λ(0) + τ

dλ(0)

dτ

}
=

1

bm

∫ ∞

−∞

um−1
(
L0 − λ(0)

)−2

updy
dλ(0)

dτ
. (53)

Define λ(0) = λr + ıλi, λr, λi ∈ R, use θ(τ) = θo
√
1 + τλ(0) to evaluate (53) at τ = τ−0c, so that λr = ν0,

λi = 0, θc = θ(τ0c) and extract imaginary and real parts to get

(
I − τ0cK

)dλi
dτ

∣∣∣∣∣
τ−
0c

= 0,
(
I − τ0cK

)dλr
dτ

∣∣∣∣∣
τ−
0c

= Kν0,

K =
tanh θc/θc + sech2 θc

2Dqmθo tanh θo
, I =

1

bm

∫ ∞

−∞

um−1 (L0 − ν0)−2
updy.

Since
dλi
dτ

∣∣∣∣∣
τ−
0c

6= 0, I − τ0cK = 0 must hold. Then the second equation can only be satisfied if

∣∣∣∣
dλr
dτ

∣∣∣∣
τ−
0c

=∞.

Now divide (53) by
dλi
dτ

∣∣∣∣∣
τ−
0c

to have

K



ν0

/
dλi
dτ

∣∣∣∣∣
τ−
0c

+ τ0c


dλr
dλi

∣∣∣∣∣
τ−
0c

+ ı






 = I


dλr
dλi

∣∣∣∣∣
τ−
0c

+ ı


 .

Bearing in mind that

dλr
dλi

∣∣∣∣∣
τ−
0c

=
dλr
dτ

∣∣∣∣∣
τ−
0c

/
dλi
dτ

∣∣∣∣∣
τ−
0c

= 0 (54)

gives

∣∣∣∣
dλi
dτ

∣∣∣∣
τ−
0c

=∞ ( otherwise the real part remains unmatched ) and

dλr
dτ

∣∣∣∣∣
τ−
0c

∼ o


dλi
dτ

∣∣∣∣∣
τ−
0c


 .

Since both derivatives
dλr
dτ

∣∣∣∣∣
τ−
0c

,
dλi
dτ

∣∣∣∣∣
τ−
0c

are infinite, no Taylor series for λr(τ) and λi(τ) in the neighbourhood

of τ−0c exist. As the values are finite λr(τc) = ν0, λi(τc) = 0, fractional powers can give the asymptotics

λr ∼ ν0 + cr (τc − τ0)βr , cr < 0, 0 < βr < 1,

λi ∼ ci (τc − τ0)βi , ci ≷ 0, 0 < βi < 1,

with βr > βi for (54) to hold. Using these in

α =
d2λr
dλ2i

=
d

dτ0

(
dλr
dτ0

∣∣∣∣
τ−
c

/
dλi
dτ0

∣∣∣∣
τ−
c

)
dτ0
dλi

=
d2λr
dτ20

/(
dλi
dτ0

)2

− dλr
dτ0

d2λi
dτ20

/(
dλi
dτ0

)3

and recalling that α should be a constant, βr = 2βi < 1, also giving βi <
1

2
and α =

2cr
c2i

< 0.
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3.2.3 Multi-spike equilibrium solution

When D < Dth|γ=1, it is possible to characterise oscillatory instabilities for the case of a multi-spike equi-

librium pattern with n ≥ 2. For the regular GM model, it is known from [20] that the n different regular

NLEP’s in (40) each have a Hopf bifurcation threshold, labelled by τ = τ0Hi, for i = 1, . . . , n. The overall

Hopf bifurcation threshold τ0H is the minimum of these n individual thresholds. For a wide range of expo-

nent sets the numerical results of [20] for the regular NLEP showed that the threshold τ0H is determined by

the mode i = 1, corresponding to a synchronous oscillatory instability in the spike amplitudes.

In contrast, for a sub-diffusive medium with an anomaly exponent γ below a certain threshold, the

following result gives a sufficient condition for the asynchronous i = nmode in (40) to set the Hopf bifurcation

threshold for the sub-diffusive NLEP.

Proposition 3.3 Suppose that n ≥ 2 and D < Dth|γ=1, where Dth|γ=1 is defined in (47). Suppose also that

either m = p+ 1 and 1 < p ≤ 5, or m = p = 2. Then at the limit γ −→ 0 the Hopf bifurcation threshold τH

for the sub-diffusive NLEP is determined by the i = n mode in (40). Moreover, τH −→ τ0cn, where τ0cn is

the value of τ for which the regular NLEP (40) with i = n has a real positive eigenvalue of multiplicity two.

Proof Consider the regular NLEP (40) with D < Dth|γ=1 and a fixed value of j in 1 6 i 6 n. Then, the

eigenvalues of the regular NLEP are the roots of the functions gi(ν) ≡ Ci(ν) − f(ν) = 0, where Ci(ν) and

f(ν) are defined in (48) and (49). Then, there is a threshold τ0ci of τ for which gi(ν) = 0 has a root ν0i

of multiplicity two (see [20]). Since the wedge of instability (46) collapses onto the positive real axis in the

ν-plane as γ decreases, it follows that the Hopf bifurcation threshold τHi for the sub-diffusive NLEP with

mode i satisfies τHi −→ τ0ci as γ −→ 0. Since τH = min
16i6n

τHi, the proof is complete if one can prove that

the ordering relation τ0cn < τ0ci for 1 6 i < n for the regular NLEP holds.

To prove this, recall from Proposition 5.1 of [20] that for any ν > 0 real and any fixed τ > 0

Cn(ν) > Cn−1(ν) > ... > C1(ν) > 0 , 0 < C ′
n(ν) < C ′

n−1(ν) < ... < C ′
1(ν) , (55)

C ′′
i (ν) < 0 , C ′

i(ν) = O(τ1/2) , as τ −→ +∞ , i = 1, . . . , n . (56)

Since Ci depends on τ and ν only through the product τν, the monotonicity and concavity results for Ci

also hold with respect to τ . Furthermore, when either m = p+1 and 1 < p ≤ 5, or m = p = 2, it was proved

in Proposition 3.5 of [20] that for any real ν > 0

f(0) =
1

p− 1
, f ′(ν) > 0 , f ′′(ν) > 0 , on 0 < ν < νloc ,

and that f(ν) −→ +∞ as ν −→ ν−loc.

Therefore, for each i there is a real positive eigenvalue of multiplicity two for the regular NLEP on the

interval 0 < ν < νloc when τ = τ0ci, characterised by the tangential intersection of the two curves Ci(ν) and

f(ν). Such a critical value of τ must exist since owing to the convexity of f , the concavity of Ci, and the fact

that Ci is unbounded as τ →∞ for any ν > 0. Let τ0cn denote the value of τ for which Cn and f intersect

tangentially at some value ν = ν0n in 0 < ν < νloc. Then, by the convexity of f and concavity of Cn, it

follows that gn(ν) < 0 when τ = τ0cn for ν 6= ν0n on 0 < ν < νloc. Since Ci(ν) < Cn(ν) for i 6= n from (55),

it follows for τ = τ0cn that gi(ν) < 0 for 0 < ν < νloc and any i = 1, . . . , n− 1. Therefore, the smallest value

of τ for which Ci and f intersect tangentially must occur for the mode i = n. This completes the proof. �

In figure 15(a) this result is illustrated numerically for two spikes withD = 0.5 < Dth|γ=1 by plotting f(ν)

together with Ci(ν) for i = 1, 2 at the value τ = τ0c2 ≈ 4.51, for which C2(ν) intersects f(ν) tangentially.
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In figure 15(b) the numerically computed path ν = ν(τ) is shown in the complex plane for the unstable

eigenvalue of the regular NLEP for both i = 1 ( synchronous ) and i = 2 ( asynchronous ) modes. The

computations show that ℑν > 0 and ℜν > 0 when 1.04 ≈ τ0H1 < τ < τ0c1 ≈ 7.13 for the synchronous mode,

and 2.33 ≈ τ0H1 < τ < τ0c1 ≈ 4.51 for the asynchronous mode. Thus, for D = 0.5, it is concluded that

τH −→ 4.51 when the anomaly exponent γ −→ 0.

0.0

1.0

2.0

3.0

0.0 0.2 0.5 0.8 1.0

Ci , f

ν

(a) Ci and f versus τ

−1.0

−0.5

0.0

0.5

1.0

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

ℑν

ℜν

(b) Path in the complex ν-plane

Figure 15: Left: plot of C1(ν) ( solid curve, synchronous instability ), C2(ν) ( heavy solid curve, asynchronous instability ), and f(ν)

for a two spike solution with D = 0.5, and τ = τ0c2 = 4.51. At this value of τ , C2 intersects f tangentially. Right: plot of the path in

the spectrum ℑν versus ℜν for D = 0.5 parameterised by τ for the synchronous ( solid curve ) and asynchronous ( heavy solid curve )

modes. The exponent set used (p, q,m, s) = (2, 1, 2, 0).

For a two spike equilibrium solution and two fixed values of D, the numerically computed synchronous

and asynchronous Hopf bifurcation thresholds τHj for i = 1, 2 versus γ are plotted in figure 16. For γ

sufficiently close to γ = 1 the synchronous mode sets the threshold, so that τH = τH1, whereas when γ is

sufficiently small the asynchronous mode sets the instability threshold. For D = 0.5 the cross-over point is

at γ ≈ 0.65. For a smaller value of D the cross-over point occurs for a smaller value of γ.

Finally, figure 17 compares the numerically computed Hopf bifurcation thresholds for synchronous and

asynchronous instabilities as function of D on D < Dth|γ=1 for a fixed anomaly exponent γ = 0.5. The Hopf

bifurcation threshold for the regular diffusion case is also plotted. These results show that even at γ = 0.5

the asynchronous instability is the dominant instability for D sufficiently close to Dth|γ=1.

In conclusion, the results in this sub-section show that sub-diffusion has two main effects on the stability

of a multi-spike solution. Firstly, with sub-diffusion there is a larger range of τ for which a stable n-spike

equilibrium solution exists whenD < Dth|γ=1. Secondly, when γ is sufficiently small, the temporal oscillatory

instability is no longer a synchronous oscillatory instability as in the case of regular diffusion. Although we

have only numerically studied in detail the case of a two spike equilibrium solution, similar results can be

obtained for equilibrium solutions with n > 2, and for quasi-equilibrium two spike solutions (similar to that

studied for the case of regular diffusion in [24]). We do not pursue these details here.

4 Discussion

The DAE system governing the evolution of an n spike quasi-equilibrium solution to one dimensional GM

model was derived for a sub-diffusive medium. The presence of sub-diffusion scales the width of each spike
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(a) τH versus γ for D = 0.5
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(b) τH versus γ for D = 0.25

Figure 16: Plot of τH versus the anomaly exponent γ for D = 0.5 ( left ) and for D = 0.25 ( right ). The exponent set used

(p, q,m, s) = (2, 1, 2, 0). In each subfigure the threshold for the synchronous instability is the heavy solid curve while the asynchronous

instability is the solid curve. The Hopf bifurcation value τH is the minimum of these two thresholds. For a sufficiently anomalous

system (i.e. γ small enough), the asynchronous instability determines τH .
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Figure 17: Plot of τH versus D on the range D < Dth|γ=1 ≈ 0.5766 for a two spike equilibrium solution and the exponent set

(p, q,m, s) = (2, 1, 2, 0). The anomaly exponent for sub-diffusion is γ = 1/2. The solid ( dotted ) curve corresponds to the synchronous

( asynchronous ) instability. τH is the minimum of these two curves. The asynchronous instability dominates for D close to Dth|γ=1.

The heavy solid curve is the Hopf bifurcation threshold for regular diffusion γ = 1.
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in the pattern according to the anomaly index γ. It was shown that the spike motion in a sub-diffusive

medium is asymptotically slower than for the case of regular diffusion studied in [18]. Moreover, the spike

centres approach their equilibrium locations algebraically in time, as opposed to the exponential rate in time

characteristic of regular diffusion. The DAE system for spike motion with sub-diffusion also differs from the

regular one by an anomaly dependent factor f(p; γ) that can be computed numerically for given values of

p and γ. In addition, in a sub-diffusive medium the ratio of diffusivities for the existence of a spike-type

solution is O(ǫ−2γ) with 0 < γ < 1, which is asymptotically smaller than the ratio O(ǫ−2) required for

the case of regular diffusion. The decrease in the required ratio of diffusivities for the existence of spike

solutions with sub-diffusion is potentially significant since it is difficult to justify extreme diffusivity ratios

when modelling actual biological systems.

The DAE system for spike motion for the sub-diffusive GM model shows that the motion of the spikes

centres is governed by separate equations for leftward and rightward motion, in contrast to the case of regular

diffusion, where a unique equation governs the motion in both directions. The distinction stems from the

intrinsic property of the fractional derivative operator, which in its basic form models memory, i.e. takes into

account events that occurred in the past. Due to the inapplicability of many basic calculus tools to fractional

derivatives and in particular the chain differentiation rule, using the memory operator as a spatial operator

requires a certain care. The leftward motion conforms to a direct use of the fractional derivative, since

the spike moves into a region, whose properties are “in the past” and thus known, whereas the rightward

motion results in a slightly modified operator since the spike moves into a region, whose properties are “in

the future”.

A stability theory was formulated for disturbances with exponential time behaviour, addressing only the

eigenvalues with a positive real part. This limitation is due to the fact that the fractional derivative of order

0 < γ < 1 of a decaying exponential function
dγ

dtγ
exp

(
λ(0)t

)
, ℜλ(0) < 0 decays algebraically at t −→ ∞,

as opposed to the exponential decay for the case γ = 1. Thus, within this framework, an eigenvalue can be

traced provided that ℜλ(0) > 0. When ℜλ(0) < 0, it is known that the eigenvalue is in the left half plane

since ℜλ(0) � 0, but it cannot be traced. Therefore, only the eigenvalues with a positive real part can be

considered correct growth rates for the linearised system at hand.

By using the method of matched asymptotic expansions an NLEP was derived to characterise disturbances

with exponential time behaviour. The sub-diffusive NLEP problem with eigenvalue parameter λ(0) is related

to the regular NLEP problem with eigenvalue parameter ν through the mapping λ(0)
γ
= ν. The consequence

of this is that an unstable eigenvalue ν in the right half-plane for the regular NLEP can only generate

instability for the sub-diffusive NLEP, when it lies in the wedge of instability defined by −πγ/2 < arg ν <

πγ/2. Several key observation follow from this result. First, a real positive eigenvalue of the regular NLEP

generates instability for the sub-diffusive NLEP. Thus in terms of the diffusivity D multi-spike equilibrium

solutions for the sub-diffusive GM model and the regular GM model have essentially the same stability

threshold Dth|γ=1 when τ = 0, where Dth|γ=1 is defined in (47). Secondly, it is shown that the stability

of a one spike equilibrium solution is lost due to a Hopf bifurcation at some τ = τH . The threshold τH

is shown to be a decreasing function of the anomaly exponent γ. Thus, introduction of sub-diffusion into

the regular GM model yields a larger range in τ , where a stable one spike solution can occur. Finally, a

novel consequence of the stability theory is that for a multi-spike equilibrium solution with D < Dth|γ=1

and τ = τH , an asynchronous oscillatory instability of the spike amplitudes dominates when the medium is

sufficiently sub-diffusive, i.e. when γ is sufficiently small. This behaviour is in marked contrast to that of

the case of regular diffusion, where as shown in [20], the Hopf bifurcation in τ corresponds to a synchronous
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oscillatory instability of the spike amplitudes.

There are a few directions for further enquiry. It would be interesting to develop a numerical method

to perform full numerical simulations of spike dynamics for the sub-diffusive GM model, and to test the

stability results reported in this paper. Owing to the non-locality of the memory operator in (2), this would

be a highly nontrivial undertaking. Secondly, it would be interesting to extend the present analytical theory

to the case of a multi-spatial dimensional domain.
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A Calculation of the winding number for a one spike solution

In this appendix a result analogous to Theorem 3.3 is proved for the sub-diffusive NLEP problem.

Proposition A.1 Define C̃(λ(0)) = C
(
λ(0)

γ
)
, where C(ν) is defined in (50). Then, C̃

(
λ(0)

)
has a single

non-analytic point λ(0) = 0 on the principal branch −π < arg λ(0) 6 π.

Proof By direct differentiation

C̃ ′
(
λ(0)

)
=

τθo
2qm tanh θo

(
tanh θ

θ
+ sech2θ

)
γλ(0)

γ−1
,

which yields the four possible singular points

λ
(0)
1 = 0, λ

(0)
2 =

(
1

τ

)1/γ

eıπ/γ , λ
(0)
3 =

[(
π2

4
+

1

D

)
D

τ

]1/γ
eıπ/γ , λ

(0)
4 =

[(
π2 +

1

D

)
D

τ

]1/γ
eıπ/γ .

The last three points all lie on the same line, where

cos(γ arg λ(0)) = −1 −→ γ arg λ(0) = π − 2πk, k ∈ Z .

Since none of the angles
π

γ
− 2πk

γ
belong to the principal branch, these three points do not contribute branch

cuts. Only λ(0) = 0 is a relevant non-analytic point. �

Next, define f̃
(
λ(0)

)
= f

(
λ(0)

γ
)
, where f is defined in (50), so that λ(0) is the root of g̃ ≡ C̃ − f̃ = 0.
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∣∣λ(0)
∣∣ = R

ε R+ ε

Figure 18: Closed contour in the calculation of number of eigenvalues in the right half plane.

Theorem A.1 Let τ > 0. If the function ℜg
∣∣∣
λ(0)=ıλı

possesses a unique root λ†ı , then for any D > 0 the

number of eigenvalues M of (50) in the open right half plane is either M = 0 or M = 2.

Proof Construct the contour as shown in figure 18 defined by

Γε =
{
λ(0)

∣∣∣ λ(0) = ıλı + ε, 0 < ε≪ 1, −∞ < λı <∞
}
∪
{
λ(0)

∣∣∣
∣∣∣λ(0)

∣∣∣ = R, R≫ 1
}
.

Note that the shift ε is unrelated to the activator diffusivity ǫ2γ . By Proposition A.1 the function C̃
(
λ(0)

)

is analytic everywhere within Γε. By Lemma 2.2 the operator L0 has a positive eigenvalue νloc, so that the

function f̃
(
λ(0)

)
has a simple pole at λ(0) = ν

1/γ
loc . On the arc of Γε

C̃
(
λ(0)

)
∼ coth θo

θoqm

√
τλ(0)

γ/2
, f̃

(
λ(0)

)
−→ 0 , as

∣∣∣λ(0)
∣∣∣ −→∞ .

Therefore

arg g
∣∣∣
λ(0)=ıλı
λı−→−∞

= −πγ
4

arg g
∣∣∣
λ(0)=ıλı
λı−→∞

=
πγ

4
. (A.1)

So the change in the argument along the arc is
πγ

2
. Using g(λ∗) = g∗(λ) ( the asterisk stands for complex

conjugation ), the change of argument along the line ℜλ(0) = ε is

∆ arg g
∣∣∣
λı

∞ց−∞

= 2∆arg g
∣∣∣
λı

∞ց0

.

Altogether by the argument principle,

∆ arg
∣∣∣
Γǫ

= 2∆arg g
∣∣∣
λı

∞ց0

+
πγ

2
= 2π(M − 1) ,

where M is the number of zeros in the right-half plane. Therefore,

M =
1

π
∆arg g

∣∣∣
λı

∞ց0

+
γ

4
+ 1. (A.2)

By (A.1), the upper point of the line ℜλ(0) = ε is in the first quadrant of the plane

(
ℜg
∣∣∣
λ(0)=ıλı

,ℑg
∣∣∣
λ(0)=ıλı

)
,

located on the line defined by the angle
πγ

4
. Since

g̃(0) = C̃(0)− f̃(0) = s+ 1

qm
− 1

p− 1
< 0
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πγ
4 ℜg

∣∣∣
λ(0)=ıλı

ℜg
∣∣∣
λ(0)=ıλı

Figure 19: Argument winding paths in the calculation of number of eigenvalues in the right half plane.

by the assumption on the GM model exponents, the mid-point is on the negative axis. Therefore the change

in the argument is

∆arg g
∣∣∣
λı

∞ց0

= π
(
1− γ

4

)
if ℑg

∣∣∣
λ(0)=ıλ†

ı

> 0

∆arg g
∣∣∣
λı

∞ց0

= −π
(
1 +

γ

4

)
if ℑg

∣∣∣
λ(0)=ıλ†

ı

< 0,

where ℜg
∣∣∣
λ(0)=ıλ†

ı

= 0. Depending on the sign of the root λ†ı the imaginary axis is crossed either below or

above the origin ( see figure 19 ). The proof is completed by using this result in (A.2) and then taking the

limit ε −→ 0. �
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