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Abstract—In this paper, we study user cooperation to enhance
the physical layer security. Specifically, the source cooperates with
friendly intermediate nodes to transmit message securely in the
presence of multiple eavesdroppers. We propose a cooperative
framework, whereby the source selects multiple partners and
stimulates them by granting an amount of reward. First, multiple
cooperative relays and jammers are selected by the source using
greedy or cross-entropy based approaches. Then, the source and
the partners negotiate for the payment and transmission power,
which is modeled as a two-layer game. At the top layer, a buyer-
seller game is utilized, where the source buys the service provided
by the partners. At the bottom layer, all the partners share the
reward by determining their transmission powers in a distributed
way, which is formulated as a non-cooperative power selection
game. By analyzing the game, the partners can determine the
transmission powers for cooperation, while the source can select
the best payment. To further improve the utility of the source, a
set of reward allocation coefficients are introduced and optimized
using particle swarm optimization approach. Simulation results
are provided to demonstrate the performance of the proposed
schemes.

Index Terms –Physical layer security, information-theoretic
security, relay and jammer selection, incentive mechanism,
particle swarm optimization.

I. INTRODUCTION

It is well known that security is of paramount importance
for wireless networks due to the inherent openness of the
wireless medium, where anyone within the transmission range
of the source can receive the message. To protect the trans-
mitted message, encryption/decryption can be adopted, which
is usually implemented at upper layers of the protocol stack
[1]. However, encryption algorithms could be compromised as
the capabilities of the adversaries expand, e.g., when quantum
computing is available. Moreover, it is difficult to distribute
and manage key materials in a network without infrastruc-
ture [2]. As a complement, physical (PHY) layer security,
or information-theoretic security, can provide perfect security
even though the adversary has unlimited computational power,
by means of exploiting the properties of the wireless channel to
protect the transmitted signal from being received or decoded
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by eavesdroppers [3]–[6]. By doing so, the the sequence
of bits that are transmitted through physical layer can be
guaranteed to be secure, i.e., the eavesdroppers cannot recover
the correct bit sequence. Therefore, physical layer security
can be leveraged to significantly strengthen the security of
the communication system.

The theoretical basis for PHY layer security or information-
theoretic security is the well known notion of the perfect
secrecy from Shannon [7]. In the pioneer work [3], it is shown
that the information with perfect secrecy can be exchanged
at a nonzero rate between the source and the destination,
while the eavesdropper cannot learn anything, if the channel of
eavesdropper is worse than that of the destination. This rate is
coined as the secrecy rate, and the maximal achievable secrecy
rate is refereed to as the secrecy capacity. More specifically,
suppose that X , Y , and Z are the input of the source, the out-
puts at the destination and the eavesdropper, respectively. The
secrecy capacity can be given by max[I(X;Y ) − I(X;Z)],
where I(·, ·) is the mutual information. It holds that the secrecy
capacity is positive when the channel of eavesdropper is
worse than that of the destination. However, when the source-
destination channel is worse than the source-eavesdropper
channel, the source and destination cannot exchange any
secure information since the secrecy capacity is equal to zero
under such a scenario.

To address the above issue, user cooperation has been
introduced to enhance the secrecy of communications [8]–[14].
In [8], cooperative relaying is leveraged to increase the secrecy
rate, either in decode-and-forward (DF) mode or amplify-and-
forward (AF) mode. In [9], friendly jammers are employed
to jam the eavesdropper by broadcasting artificial noise. In
[10], distributed beamforming is performed at relays, where
each cooperative node forwards a weighted version of the
source’s message. By selecting suitable beamforming weights,
the secrecy rate can be maximized. In [11], zero-forcing
beamforming is employed, whereby the cooperative nodes can
create noise to confound the eavesdroppers while protecting
the destination from interference. In summary, to improve
the secrecy of communication, individual nodes can act as
relays or friendly jammers, or collaborate with each other
to perform beamforming. However, the existing work relies
on the assumption that the users are voluntary to cooperate.
Considering that the nodes consume energy during cooperation
and have no gain, the assumption might not be suitable in
practice. The issue of how to stimulate users to cooperate for
security enhancement needs to be studied [15], [16]. Moreover,
most of the existing works focus on the power allocation
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or weight selection to maximize the secrecy rate and only
a few works pay attention on partner selection [17], [18].
However, the work in [17], [18] only considers a single relay
or jammer, or multiple relays without jammers, which may
not fully exploit the benefits of cooperation. Although there
has been a flurry of research activities in this area, the above
fundamental issues still need to be further studied.

In this paper, we aim to facilitate cooperation for security,
whereby a source selects multiple partners and stimulates them
for cooperation by paying an amount of reward to exchange
information securely with the destination in the presence of
multiple eavesdroppers. To transmit the information securely,
the source first selects a set of partners for cooperation, each
of which can act as a relay or a jammer1. To select suitable
partners, i.e., cooperative relays and jammers, two heuristic
algorithms are proposed: greedy partner selection and cross-
entropy based partner selection. Then, the source stimulates
the selected partners for cooperation by paying them for their
service, i.e., relaying or jamming. Considering that both the
source and the participants are rational and selfish, they are
only interested in maximizing their own utilities. Thus, to
negotiate the parameters for cooperation, i.e., the payment of
the source and the transmission power of the partners, the
negotiation process is modeled by a two-layer game. At the
top layer, based on the Stackelberg game framework, a buyer-
seller game is utilized to model the process that the source
pays an amount of reward to buy the service provided by
the partners. At the bottom layer, all the partners determine
their transmission powers to share the reward of the source in
a distributed way, which is formulated as a non-cooperative
power selection game. The utility functions of both players
are first defined and each player selects the best strategy
to maximize its own utility. Then, the existence and the
uniqueness of Nash equilibrium (NE) is proved. By analyzing
the game, the partners can determine their best transmission
powers for cooperation, while the source can select the best
payment. To further improve the utility of the source, a set
of reward allocation coefficients are introduced. To find the
optimal allocation coefficients, particle swarm optimization
approach is adopted, where the particles are constructed and
moves towards the best solution by iteratively adjusting the
movement of particles. Simulation results are provided to
validate and show the performance of the proposed algorithms
and the incentive mechanism.

In a nutshell, the contributions of this paper are summarized
as follows:

1) To the best of our knowledge, there is no existing
work to stimulate cooperation for physical layer security
enhancement. Based on game-theoretical approach, we
propose an incentive mechanism to bridge this gap.

2) Two partner selection algorithms are devised, whereby
the source selects multiple relays and jammers to max-
imize the secrecy rate.

3) The cooperative relays and jammers autonomously se-
lect the transmission power to maximize their utilities,

1We only consider cooperating relays and jammers for simplicity, since
collaborative beamforming requires perfect synchronization and information
exchange among intermediate nodes

Figure 1. System model.

which is modeled by a non-cooperative power allocation
game. It is proved that there exists a unique pure NE in
this game.

4) The source can select the total payment and a suitable
allocation coefficient vector to provide incentive for the
intermediate nodes such that its utility can be maxi-
mized.

The remainder of this paper is organized as follows. The
system model is presented in Section II. The partner selec-
tion and incentive mechanism are given in Section III and
Section IV, respectively. The weighted payment allocation
approach is presented in Section V. Simulation results are
provided in Section VI, followed by the conclusion in Sec-
tion VII.

II. SYSTEM MODEL

As depicted in Fig. 1, the considered system consists of
a source (S), a destination (D), M intermediate nodes (i =
1, 2, ...,M ), and one or multiple eavesdroppers (E) who aim
to decode the source’s information. It is known that when the
channel between S and D is worse than that between S and
E, the secrecy rate is zero. To transfer information securely, S
requests the intermediate nodes for cooperation, which are all
considered friendly2. The intermediate node can act as a relay
or a friendly jammer and cooperation can be performed in a
two-phase fashion. In the first phase, S transmits message to
the cooperating relays, which is also overheard by D and E.
In the second phase, the cooperative relays employ Amplify-
and Forward (AF) protocol to relay the source’s message to
D to increase the transmission rate at D, while the jammers
simultaneously broadcast artificial noise to confound E3. To
maximize the secrecy rate, the suitable cooperative relays and
jammers should be carefully selected by the source.

A slow, flat, block Rayleigh fading environment is consid-
ered, where the channel remains static in one time slot and
changes independently over different time slots. The channel

2The work in [19], [20] consider user cooperation with untrusted nodes.
3Please note that certain techniques can also be used to protect the transition

in the first phase such as [21], [22]. Since the focus of this work is on partner
selection and incentive mechanism design, interested readers can refer to those
works.
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coefficients from S to D and S to a specific E are denoted
by hsd and hse, respectively. The channel coefficient from S
to intermediate node i ∈ M is denoted by hi

s. Similarly, the
channel coefficients from intermediate node i ∈ M to D and
E are hi

d and hi
e, respectively. The global CSI is assumed

available for the system, including D-related CSI (D-CSI) and
E-related CSI (E-CSI), which is a common assumption in PHY
layer security literature [8], [10], [12], [13], [23]. E-related
CSI (E-CSI) can be obtained in the scenarios where the eaves-
droppers are active 4 in the network and their transmission can
be monitored [8]. In addition, additive white Gaussian noise
is assumed with zero mean and the one-side power spectral
density is N0. Moreover, each node is equipped with a single
antenna and communicates with each other in a half-duplex
mode.

III. PARTNER SELECTION

We use secrecy rate as a measure for secure communication,
which is defined as the difference between the transmission
rate at D and that at E. In what follows, we will first
analyze the secrecy rate through cooperation and then select
the suitable partners.

At the destination D, the SNR γsd from the direct link (S
to D) is given by

γsd =
Ps |hsd|2

N0
, (1)

where Ps is the transmission power of the source.
Suppose that node i is in the relay set R, then the SNR

from relay i using AF cooperative protocol can be given as
follows [24]:

γi
d =

1

N0

Ps

∣∣hi
s

∣∣2 Pi

∣∣hi
d

∣∣2
Ps |hi

s|
2
+ Pi

∣∣hi
d

∣∣2 +N0

, i ∈ R, (2)

where Pi is the transmission power of node i.
Suppose that node j is in the jammer set J, the interference

γj
d caused by jammer j can be given as follow:

γj
d =

Pj

∣∣∣hj
d

∣∣∣2
N0

, j ∈ J. (3)

The achievable rate at D can be expressed as follows:

Rd =
W

2
log2(1 +

γsd +
∑

i∈R γi
d

1 +
∑

j∈J γ
j
d

). (4)

At a generic eavesdropper, e.g., k-th E, the SNR γse from
the source can be given as follows:

γse =
Ps |hse|2

N0
. (5)

The SNR γi
e from relay i, where i ∈ R, can be given as

follows:

γi
e =

1

N0

Ps

∣∣hi
s

∣∣2 Pi

∣∣hi
e

∣∣2
Ps |hi

s|
2
+ Pi |hi

e|
2
+N0

, i ∈ R. (6)

4When the eavesdroppers are passive, in order to avoid interfering with the
destination, the jammers can create artificial noise which is transmitted in the
null space of the channel from the source to destination [10], [11].

The interference γj
e caused by jammer j, where j ∈ J, can

be given as follow:

γj
e =

Pj

∣∣hj
e

∣∣2
N0

, j ∈ J. (7)

Similarly, the achievable rate at the k-th E can be expressed
as follows:

Rk
e =

W

2
log2(1 +

γse +
∑

i∈R γi
e

1 +
∑

j∈J γ
j
e

). (8)

According to the definition of secrecy rate, the secrecy rate
is given by

Rk
sec = Rd −Rk

e , (9)

where Rd and Rk
e are given in (4) and (8), respectively.

Considering the presence of multiple eavesdroppers, the
overall secrecy rate Rsec is given by

Rsec = max{0,min
k

{Rd −Rk
e}}, (10)

where Rk
e is the achievable rate at the k-th eavesdropper.

In the first step, the source selects the cooperative relays
and jammers to maximize the secrecy rate, assuming that the
transmission power of the potential participants is fixed. This
problem can be formulated as follows:

max
Xi,j ,∀i∈{1,2,...,M}

Rsec

s.t.
∑

j∈{R,J,Nu}

Xi,j = 1, ∀i ∈ {1, 2, ...,M}

Xi,j ∈ {0, 1}, ∀i ∈ {1, 2, ...,M} and ∀j ∈ {R, J,Nu}

Specifically, the binary variable Xi,j indicates the role of node
i, where j can be {R, J,Nu}, which correspond to act as a
relay (R), a jammer (J), or keep silent (Nu). For example,
when Xi,R = 1, node i acts as a relay. The secrecy rate Rsec =
W
2 log2(1 +

γsd+
∑

i∈R γi
d

1+
∑

j∈J γ
j
d

)− W
2 log2(1 +

γse+
∑

i∈R γi
e

1+
∑

j∈J γ
j
e
), where

the relay and jammer set can be determined by R = {i,Xi,R =
1} and J = {i,Xi,J = 1}. Exclusive search can obtain the
optimal solution. However, the complexity is very high since
the search space is exponential to the number of intermediate
nodes. Instead, two heuristical algorithms are proposed in the
following.

A. Greedy Partner Selection Algorithm

Based on the above formula, a greedy partner selection
algorithm is developed, as shown in Algorithm 1. The main
idea is to select the best relaying node at each round until the
overall secrecy rate cannot be improved.

B. Cross-Entropy based Partner Selection Algorithm

The partner selection problem can also be solved using
the Cross-entropy (C-E) method, which is more efficient in
searching the optimal solution [25]. In C-E method, ”deter-
ministic” optimization problem should be translated into a
related ”stochastic” optimization problem, where the rare event
simulation techniques similar to [26] can be utilized. In other
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Algorithm 1 Greedy Parter Selection Algorithm
Input: M, hi

s, h
i
d, h

i
e, ∀i ∈M.

Output: Partner selection results R and J
1: (Initialization): Set Rsec = 0, ∀i ∈M.
2: for i ← 1 to M do
3: for j ∈ {R, J,Nu} do
4: Xi,j = 1

5: Calculate R
′
sec

6: end for
7: Find the maximum R′

sec

8: if R′
sec > Rsec then

9: Rsec = R′
sec

10: Xi,j = argmaxR′
sec

11: end if
12: end for
13: return R = {i,Xi,R = 1} and J = {i,Xi,J = 1}

words, the main idea behind the C-E method is to define
for the original optimization problem an associated stochastic
problem (ASP) and then efficiently solve the ASP by an
adaptive scheme. It sequentially generates random solutions
which converge stochastically to the optimal or near-optimal
one.

Typically, the C-E method involves an iterative procedure
where each iteration comprises of the following two phases:
i) Generate a random data sample according to a specified
stochastic policy; ii) Update the stochastic policy based on
the outcome of the sample to produce a ”better” sample in the
next iteration.

C-E algorithm: Algorithm 2 represents the detailed proce-
dure of channel selection, which consists of five main steps as
follows.

Define the strategy space S for all the intermediate nodes
as follows:

S := {R, J,Nu}. (11)

The probability vector associated with the strategy space is
given as follows:

Pi
t := {piR,t, p

i
J,t, p

i
Nu,t},

∑
j∈{R,J,Nu}

pij,t = 1, (12)

where Pi
t denotes the stochastic policy of node i on the strategy

space S at t-th iteration, and pij,t denotes the probability that
node i chooses strategy j at t-th iteration.

1) (Initialization). Set the iteration counter t := 1. Set the
initial stochastic policy Pi

0 of all SUs to be the uniform
distribution on the strategy space S. In other words, for
each intermediate node, it picks the strategy from the
strategy space uniformly, with equal probability 1/3.

2) (Generation samples). Based on the initial stochastic
policy of all nodes, the Z samples of the strategy vector
are generated, which can be given as follows:

Si(z) := {IiR(z), IiJ(z), IiNu
(z)}, (13)

where Si(z) is the z-th strategy vector of node i with
only one element to be ”1” and the rest are ”0”. The
probability for Iij to be ”1” is pij,t.

3) (Performance evaluation). Substitute the samples into

Algorithm 2 C-E Partner Selection Algorithm
Input: M, T , Z, ρ, hi

s, h
i
d, h

i
e, ∀i ∈M.

Output: Partner selection results R and J
1: (Initialization): Set Rsec = 0 and pij,t = 1/3, j ∈ {R, J,Nu},
∀i ∈M.

2: for t← 1 to T do
3: for z ← 1 to Z do
4: for i← 1 to M do
5: Generate samples of the strategy vector.
6: end for
7: end for
8: for z ← 1 to Z do
9: Calculate the utilities U(z) according to (9).

10: end for
11: Order the utilities U(z) in a nonincreasing manner.
12: for i← 1 to M do
13: for j ← {R, J,Nu} do
14: Update Pi

t using (14)
15: end for
16: end for
17: end for
18: return R = {i, piR,T = 1} and J = {i, piR,J = 1}

(11) to calculate the utilities U(z). Arrange the U(z)
in a nonincreasing order according to the values, i.e.,
U1 > U2 > ... > UZ . Let υ be the (1 − ρ) sample
quantile of the performances: υ = U⌈(1−ρ)Z⌉, where ⌈·⌉
is the ceiling function.

4) (Stochastic policy update). Based on the same sample,
calculate Pi

t := {piR,t, p
i
J,t, p

i
Nu,t

}, using the following
equation:

pij,t =

∑Z
z=1 XUn≥υI

i
j(z) = 1∑Z

z=1 XUz≥υ

, (14)

where XUz≥υ is defined as follows:

XUz≥υ =

{
1 Uz ≥ υ

0 otherwise
(15)

5) If the stopping criterion is met (e.g., the maximum
iteration number is reached), stop; otherwise increase
the iteration counter t by 1, and reiterate from step 3.

Theorem 1: For the given number of intermediate nodes
M , the time complexity of the proposed greedy and C-E
algorithm is polynomial in M .

IV. INCENTIVE MECHANISM FOR COOPERATIVE SECURE
COMMUNICATIONS

To motivate the intermediate nodes to participate in coop-
eration for security enhancement, the source announces an
amount of reward to all the participants. Then, given the
announced reward, all the participants, which is competitive
with each other, maximize their utilities by determining the
transmission power for cooperation. This process is modeled
as a two-layer game, which can be illustrated in Fig. 2.
At the top layer, a buyer-seller game is utilized to model
the payment selection process, based on the framework of
two-stage Stackelberg game. At the bottom layer, all the
partners share the reward by determining their transmission
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Stage I: Payment determination

The source determines the payment and announces to all the users

Stage II: Power determination (non-cooperative game)

Each intermediate node determines the power for secure communication

Figure 2. Two-layer game for the incentive mechanism.

powers in a distributed way, which is formulated as a non-
cooperative power selection game. By analyzing the game, the
best payment and transmission power can be determined. In
the following, we first define the utilities of players and then
analyze the game to find the best strategies for the players.

A. Utility Functions

The utility of the source node is given by

Us = λ1Rsec −Rm (16)

where λ1 is the profit per secrecy rate, while 0 ≤ Rm ≤ Rmax

is the payment it grants to the cooperative relays and jammers.
The cooperative relays and jammers share the payment

according to their contribution to the secrecy rate. In other
words, the payment the cooperative participant can obtain is
proportional to the contribution it makes in the cooperation.
Since the relay is leveraged to increase the perfect secrecy
of the relaying link compared with that of the eavesdropper
link, the contribution for relay i can be approximately given

by
Pi|hi

d|
|hi

e|
. While the jammer is leveraged to increase more

artificial noise at eavesdropper than at the destination node,
the contribution for the jammer j can be approximately given

by
Pj|hj

e|
|hj

d|
.

The utility of the selected node i is given by

Ui =
Piri∑

j⊆C Pjrj
Rm − λ2Pi. (17)

where C := R⊎J is the set of selected nodes with the size N ,
λ2 is the cost rate for transmission power, and the contribution
factor ri is defined as follows:

ri =


|hi

d|
|hi

e|
, i ∈ R

|hi
e|

|hi
d|
, i ∈ J

(18)

As a two-stage game, the buyer-seller game can be analyzed
by the backward induction method. First, the optimal strategies
(i.e., the transmission powers) of the partners are analyzed,
assuming the strategy of the source node (i.e., the payment) is
fixed. Second, based on the results of the first step, the source
node decides the optimal strategy, being aware of the effects
of its decision on the strategies selected by the partners. By
doing so, the best strategies of both the source node and the
partners are obtained such that the corresponding utilities can
be maximized.

B. No-cooperative Power Selection game

In order to stimulate cooperation of the intermediate nodes,
the source pays rewards for their service. Each intermediate
node gets a certain amount of rewards according to its con-
tribution in the service. For a given reward, each cooperative
node tries to maximize its own utility by selecting a suitable
transmission power, which is modeled as a non-cooperative
power selection game. In the following, we will analyze
this game to find the best power selection strategies, which
constitute a Nash equilibrium (NE)

Definition 1: Non-cooperative power selection game is de-
fined by G = {C, {Si}, {Ui}}, where C is the set of players,
Si is the strategy set of node i, and Ui is the utility function
of node i.

Note that Si is the transmission power that node i can
choose and the utility function of node i is given by (17).

Theorem 2: There exists an NE in the non-cooperative
power selection game G = {C, Si, {Ui}}.

Proposition 1: An NE exists in the non-cooperative power
selection game G = {C, {Si}, {Ui}}, if for all node i ∈ C: i)
Si is a nonempty, convex, and compact subset of some
Euclidean space RN ; and ii) Ui is continuous in P and
concave in Pi, where P is the set of Pi, i ∈ C.

The strategy space Si is defined as the transmission power
0 ≤ Pi ≤ Pmax. Therefore, the strategy space is a nonempty,
convex, and compact subset of some Euclidean space Rn.

Since the utility Ui is given by

Ui =
Piri∑

j⊆C Pjrj
Rm − λ2Pi. (19)

which is continuous in P . Taking the first derivative of Ui

with respect to Pi yields

∂Ui

∂Pi
=

riRm

∑
j ̸=i,j⊆C Pjrj(∑

j⊆C Pjrj

)2 − λ2 (20)

Then, taking the second derivative of Ui with respect to Pi,
we have

∂2Ui

∂2Pi
= −2

ri
2Rm

∑
j ̸=i,j⊆C Pjrj(∑

j⊆C Pjrj

)3 < 0 (21)

The second derivative of Ui with respect to Pi is always
negative, which means Ui is concave in Pi. Therefore, the
non-cooperative power selection game G exists an NE.

Theorem 3: The non-cooperative power selection game G
has a unique NE.

Definition 2: A weighted sum of Ui(P ) is given by
σ(P, µ) =

∑N
i=1 µiUi(P ), where µ = {µ1, µ2, ..., µN} with

µi ≥ 0 and P = {P1, P2, ...Pi, ...PN}. The pseudogradient of
σ(P, µ) is defined by φ(P, µ), which is given by

φ(P, µ) =


µ1∇1U1(P )
µ2∇2U2(P )

...
µN∇NUN (P )

 (22)

Define Ψ(P, µ) to be the Jacobian matrix of φ(P, µ) with
respect to P .
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Proposition 2: If σ(P, µ) is diagonally strict concave in P
for some positive µ, the non-cooperative power selection game
has a unique Nash equilibrium [27].

Proposition 3: σ(P, µ) is diagonally strict concave if the
symmetric matrix [Ψ(P, µ),Ψ′(P, µ)] is negative definite for
P [27].

Proposition 4: The symmetric matrix [Ψ(P, µ),Ψ′(P, µ)]
is negative definite for P if the following conditions are
satisfied: i) Ui(P ) is concave with respect to Pi; ii) Ui(P )
is convex with respect to P−

i , where P−
i is the transmission

power of other nodes rather than node i; iii) σ(P, µ) is concave
with respect to P for some positive µ [27].

According to above propositions 2, 3 and 4, we only need to
prove the proposition 4 to have the theorem 2. For proposition
4, we have already proved that Ui(P ) is concave with respect
to Pi. Next, we will prove that Ui(P ) is convex with respect
to P−

i . Taking the first derivative of Ui(P ) with respect to Pj ,
j ̸= i, yields

∂Ui

∂Pj
= − riRmrj(∑

j⊆C Pjrj

)2 (23)

The second derivative of Ui(P ) with respect to Pj (j ̸= i)
is given by

∂2Ui

∂2Pj
=

2riRmr2j(∑
j⊆C Pjrj

)3 > 0 (24)

Therefore, Ui(P ) is convex with respect to P−
i . According to

the rule that ∂
∑

i f(x)

∂x =
∑

i
∂f(x)
∂x , based on (21) and (33),

the second derivative of σ(P, µ) with respect to Pi is given
by

∂2σ(P, µ)

∂2Pi
= µi

−2ri
2Rm

∑
j ̸=i,j⊆C Pjrj(∑

j⊆C Pjrj

)3

+
∑

j ̸=i,j⊆C

µj
2rjRmr2i(∑
j⊆C Pjrj

)3

(25)

It is obvious that for some positive µ, ∂2σ(P,µ)
∂2Pi

> 0. Then, it
applies that σ(P, µ) is concave with respect o P for some
positive µ. Therefore, the non-cooperative power selection
game has a unique NE.

Since Ui is concave with respect to Pi, the best response
correspondence can be obtained by setting the first derivative
of Ui with respect to Pi to 0, as follows:

∂Ui

∂Pi
= −−riRmAi + λ2Ai

2 + 2λ2AiPiri + λ2Pi
2ri

2(∑
j⊆C Pjrj

)2 = 0 (26)

where Ai =
∑

j ̸=i,j⊆C wjPjrj . By solving it, the solutions
are given by (27).

The detailed procedure can be found in the Appendix-A.
By solving the equations set (26), we can find the unique

equilibrium as follows:

P ∗
i = [min{ RmriBi

λ2(ri +Bi)2
, Pmax}]+ (28)

where Bi = (N−1)ri∑N
j=1

ri
rj

−N+1
. The detailed procedure can be

found in the Appendix-B.

C. Source Node Utility Maximization

Based on the analytical results of the power selection game,
the source determines its strategy (the payment) to maximize
its utility, aware of the effects of its strategy on the results
of the power selection game. It can be formulated as the
following problem:

max
Rm

Us = λ1Rsec −Rm

s.t. 0 ≤ Rm ≤ Rmax.
(29)

where Rsec is obtained when the partners adopt the trans-
mission power given by (28), which is a function of Rm.
Therefore, the utility function of the source becomes a function
of one single parameter Rm. To find the best Rm, the classical
approach is to get the extremum by setting the first derivative
of Us with respect to Rm equal to 0 and then compare
the extremum with the boundary to find the best payment
R∗

m. Finally, we can obtain the best strategy of partners by
substituting R∗

m into (28).

V. WEIGHTED PAYMENT ALLOCATION APPROACH

In the previous section, the source can only determine the
amount of payment to the cooperative partners. To further
improve the utility of the source, it can actively affect the way
how the partners share the payment by means of introducing
a set of weights for the partners, which are relevant to the CSI
of the partners. Specifically, the source introduces the weights
W := {w1, w2, ..., wi, ..., wN} as the allocation coefficients,
associated with the selected nodes, where N is the total
number of selected nodes for cooperation, 0 ≤ wi ≤ 1 is
the allocation coefficient for node i and

∑
i wi = 1. With

the allocation coefficient posed by the source, the interaction
between the source and intermediate nodes are modeled using
a similar game as before.

A. Utility Functions

The utility function of the source node is the same as before,
which is given as follows:

Us = λ1Rsec −Rm. (30)

Different from the previous case, the utility of the cooper-
ative node i is given by

Ui =
Piwiri∑

j⊆C Pjwjrj
Rm − λ2Pi. (31)

where wi is the payment allocation coefficient for node i and
ri is the contribution factor defined in (18).

B. Non-cooperative Power Selection Game

Given the payment Rm and the allocation coefficients
W := {w1, w2, ..., wi, ..., wN}, the selected nodes determine
their own strategies, i.e., the transmission power, to maximize
their utilities, given by (31).
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P ∗
i (P

−
i ) =


0 if

∑
j ̸=i,j∈C Pjrj ≥ RmPiri

λ2

1
ri
(
√

RmPiriA
λ2

−A) if
∑

j ̸=i,j∈C Pjrj <
RmPiri

λ2
and 1

ri
(
√

RmPiriA
λ2

−A) < Pmax

Pmax otherwise

(27)

Taking the first derivative of Ui with respect to Pj , j ̸= i,
yields

∂Ui

∂Pj
= − wiriRmwjrj(∑

j⊆C wjPjrj

)2 (32)

The second derivative of Ui with respect to Pj (j ̸= i) is
given by

∂2Ui

∂2Pj
=

2wiriRm(wjrj)
2(∑

j⊆C wjPjrj

)3 > 0 (33)

Similar to the proof for the existence of NE and the
uniqueness in the previous case, the new power allocation
game can be proved to have a unique NE.

Since Ui is concave with respect to Pi, the best response
correspondence can be obtained by setting the first derivative
of Ui with respect to Pi equal to 0, i.e.,∂Ui

∂Pi
=

−−wiriRmAi + λ2Ai
2 + 2λ2AiwiPiri + λ2wi

2Pi
2ri

2(∑
j⊆C wjPjrj

)2 = 0

where Ai =
∑

j ̸=i,j⊆C wjPjrj .
By solving the equations set (34), we can find the unique

equilibrium as follows:

P ∗
i = [min{ RmwiriBi

λ2(wiri +Bi)2
, Pmax}]+ (34)

where Bi =
(N−1)wiri∑N

j=1
wiri
wjrj

−N+1
.

C. Source Node Utility Maximization

In the previous section, we present how the weight coeffi-
cient W affects the power allocation of the cooperative part-
ners, as shown in (34). Different transmission power selection
in turn changes the utility function of the source. Therefore,
there exists an implicit relationship between the utility function
Us and the weight coefficient W . In this section, we aim to
find the optimal W such that Us can be maximized, which
can be formulated as the following optimization problem:

max
w1,w2,...,wN

Us

s.t. 0 ≤ wi ≤ 1, i = 1, 2, ..., N∑
i
wi = 1

(35)

Since it is difficult to derive an explicit equation to express
the relation between Us and W , regular optimization methods
may not be applicable. Bio-inspired and swarm intelligence
optimal method, as an important branch of optimization theory,
provides an effective way to address such complex problems.
Genetic algorithm (GA) is the most successful one in this area

w1 w2 w3 wN-2 wN-1 wN

1× N

Element n in the particle represents 

the weight coefficient for partner n   

Figure 3. The structure of particle.

and has been applied to solve many practical problems. How-
ever, due to the inherent encoding structure and iteration rule,
GA is not appropriate for continuous variable optimization.
In this section, we adopt a relatively new swarm intelligence
method, named Particle Swarm Optimization (PSO) to solve
the above problem [28], [29]. Compared with GA, PSO has
better global searching ability, especially in the continuous
space, and a local searching ability near the end of the run.

The standard PSO algorithm typically involves the following
steps: 1) Construct particle structure to map the solution of
interest problem; 2) Create initial topology for particle swarm
and parameters; 3) Evaluate fitness value of each particle; 4)
Update particle position; 5) Repeat step (2) to (4) until the
solution satisfies the terminating condition.

Following this framework, we first construct a root par-
ticle particleroot, as shown in Fig. 3. The n-th element of
particleroot indicates the allocation coefficient for n-th partner
(i.e., wn). In other words, particleroot implies an initial alloca-
tion, as well as a start point for the optima searching. In this
paper, an equal weight distribution strategy are adopoted, i.e.
particleroot(n) = 1/N .

Based on the given particleroot, we initialized the particle
swarm with the size of NPSO. The i-th particle can be
expressed as an N -dimensional vector particlei and denote
its n-th element by particlei(n), which is given as follows:

particlei(n) = particleroot(n) + ω, (36)

where ω follows the uniform distribution in
[−particleroot(n), 1− particleroot(n)].

particlei(n) =
particlei(n)∑
n particlei(n)

,∀i ∈ [1, NPSO], n ∈ [1, N ]

(37)

The fitness value of the i-th particle is denoted as Fitnessi,
which actually is the utility of the source. In other words,
Fitnessi is the utility function Us of the source that can
be obtained by using (16). Fig. 4 illustrates the process for
calculating the fitness for a given particle. In addition, denote
by particleGopt the global best particle of the swarm, i.e.,
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Figure 4. Illustration of calculating the fitness for a given particle.

the particle with the highest fitness value Gopt; denote by
particleGopt

i the best historical position of i-th particle with the
corresponding fitness value Popti. The position variation for
i-th particle is denoted as velocityti. At the t-th iteration, the
particle position can be updated by the following equations:

velocityt+1
i = λ(velocityti + cγ1(Pparticleti − particleti)

+cγ2(Gparticlet − particleti))
(38)

particlet+1
i = particleti + velocityt

i (39)

where λ is the inertia coefficient in PSO algorithm and the
random variables γ1 and γ2 are uniformly distributed within
[0,1]. In this paper, these parameters are set as follows:

λ =
1

|1− c−
√
c2 − 2c|

(40)

where c = 2.05 and λ = 0.729. Algorithm 3 represents the
detailed procedure of the PSO based weight selection.

Algorithm 3 PSO based weight selection algorithm
Input: Number of partners, number of particle swarm NPSO

Output: Weight Coefficient W
1: // Step1: Initialization
2: Generate root particle particleroot with equal weight distribution,
3: for i ← 1 to NPSO do
4: Generate searching particle particlei
5: end for
6: // Step2: Find particleGopt, Gopt
7: Calculate the Fitnessi of source node, i = 1, 2, ..., NPSO

8: Find the global best particleGopt and Gopt
9: Find the local best particleGopt

i and Popti
10: // Step3: Update
11: for i ← 1 to NPSO do
12: Update particlei using (38) and (39)
13: Run Step 2
14: if particleGopt and particleGopt

i stay unchanged then
15: Stop
16: else
17: Continue
18: end if
19: end for
20: Return particleGopt
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Figure 5. Comparison among different partner selection algorithms.
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Figure 6. The network scenario for simulation.

VI. SIMULATION RESULTS

In this section, simulation results are provided to evaluate
the performance of the proposed scheme. The simulation is
set up as follows. In a 1 km× 1 km area, the source, the
destination, and two eavesdroppers are located at the origin,
(1 km, 0.5 km), (1 km, -0.5 km), and (0.8 km, -0.4 km),
respectively, while a set of nodes are located in between.
The maximum transmission power of all nodes are set to
10 W, while the noise power is set to -70 dB. The average
power gains between nodes is calculated by the path loss with
exponent µ = 3.5.

To evaluate the average performance of the proposed partner
selection algorithms with respect to the number of interme-
diate nodes, Monte Carlo simulation is carried out, which
consists of 500 trials. At each trial, a number of intermediate
nodes are uniformly distributed in the area. Fig. 5 shows the
average secrecy rate using the exhaustive search algorithm,
the proposed greedy algorithm, C-E algorithm, and single
relay and jammer selection algorithm in [17]. The exhaustive
search algorithm has the best performance and it provides a
performance benchmark. It can be seen that the C-E algorithm
can achieve almost the same performance as the exhaustive
search algorithm does. Moreover, it can be seen that the
proposed algorithms can achieve higher secrecy rate, compared
with the single relay and jammer selection algorithm. This is
because they can fully exploit the benefits of cooperation by
leveraging multiple relays and jammers.

In the following simulation, we validate the incentive mech-
anism in the network scenario, as shown in Fig. 6. The source,
destination, eavesdroppers are fixed at the same location as
before, while 15 intermediate nodes are distributed at the
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Figure 7. Utility of the source versus the amount of rewards.
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Figure 8. Utilities of intermediate nodes averaged over fading when λ1 = 60
and λ2 = 1.

locations marked in the figure. The source can choose the
reward from the range between 0 and 100. Fig. 7 shows the
utility of the source, averaged over fading distribution, versus
the amount of reward, for different λ1 and λ2. It can be seen
that the overall utility first increases and then decreases as the
reward increases. The reason is that, at the beginning, with
increasing reward, the partners are willing to devote more
transmission power during cooperation, which leads to an
increase in the secrecy rate. However, when the reward keeps
rising, the cost also increases, which will lower the overall
utility. It can also be seen that there exists an optimal value
of the reward, with which the utility can be maximized. It
can also be seen that a larger λ1 leads to a greater utility and
payment because the source node cares more about the secrecy
rate and is willing to pay more reward to increase the secrecy
rate. Moreover, a larger λ2 leads to a lower utility, since the
intermediate node cares more about their energy consumption
and it will devote less power to cooperate given the same
payment.

Fig. 8 shows the utilities of intermediate nodes, averaged
over fading distribution. It can be seen that the partners,
who contribute to increase the secrecy rate of the source,
can receive a certain amount of reward through cooperation,
which implies that all the partners have the incentive for
cooperation. Moreover, the node located at (0.9 km, -0.4 km)
act as a jammer (node 13), while other nodes receiving non-
zero rewards act as relays.

Fig. 9 shows the average utility of the source using PSO
with respect to the number of intermediate nodes, using Monte
Carlo simulation. It can be seen that with PSO algorithm,
the source can achieve higher utility than that using only
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Figure 9. Utilities of the source with PSO when λ1 = 100 and λ2 = 1.
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Figure 10. Utilities of intermediate nodes averaged over fading using PSO
when λ1 = 60 and λ2 = 1.

C-E partner selection algorithm when the proposed incentive
mechanism is applied. That is because the source can actively
affect the power allocation of the intermediate nodes by
introducing the reward allocation weights. Through adjusting
the weights, the intermediate nodes can be better stimulated
to further improve the secrecy rate.

Fig. 10 shows the utilities of intermediate nodes, averaged
over fading distribution using the same network scenario in
Fig. 6. Compared with Fig. 8, it can be seen that more
intermediate nodes are encouraged/stimulated to contribute to
increase the secrecy rate when PSO algorithm is applied.

VII. CONCLUSION

In this paper, we have proposed a cooperative framework
to enhance security when multiple eavesdroppers exist. Two
partner selection algorithms have been devised, which can
select suitable relays or jammers to maximize the secrecy rate.
A game-theoretic incentive mechanism has been proposed to
stimulate the partners to participate into cooperation. With the
proposed cooperative framework, security can be significantly
enhanced by preventing eavesdroppers from decoding the mes-
sage transmitted, which can be applied to a network without
infrastructure for secure information transfer, or for secret key
exchange. Moreover, the proposed cooperative framework can
be combined with the upper layer cryptographic schemes to
further enhance the security.

In the future, we will consider secure communications for
scenario with the multiple source-destination pairs. In such
a scenario, the source nodes will compete with each other
to recruit from intermediate nodes for security enhancement
while the intermediate nodes will have more options to gain
reward from different source nodes.
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APPENDIX

A. Derivation of (27)

The objective function can be rewritten as follows:

∂Ui

∂Pi
=

riPm

∑
j ̸=i,j⊆C Pjrj(∑

j⊆C Pjrj

)2 − λ2 = 0

=⇒
∑
j⊆C

Pjrj =

√
ri
∑

j ̸=i,j⊆C Pjrj

λ2

=⇒Pi =
1

ri
(

√
riPm

∑
j ̸=i,j⊆C Pjrj

λ2
−

∑
j ̸=i,j⊆C

Pjrj)

Since the power cannot be negative and greater than the
maximum power, we have (27).

B. Derivation of (28)

To solve the optimal transmission power of the selected
partners, let

∂Ui

∂Pi
= 0 =⇒

riPm

∑
j ̸=i,j⊆C Pjrj(∑

j⊆C Pjrj

)2 = λ2 (41)

Then, we have
r1Pm

∑
j ̸=1,j⊆C Pjrj

(
∑

j⊆C Pjrj)
2 = λ2

...
riPm

∑
j ̸=i,j⊆C Pjrj

(
∑

j⊆C Pjrj)
2 = λ2

...
rnPm

∑
j ̸=n,j⊆C Pjrj

(
∑

j⊆C Pjrj)
2 = λ2

(42)

Therefore, ∑
j ̸=1,j⊆C Pjrj =

ri
r1

∑
j ̸=i,j⊆C Pjrj

...∑
j ̸=n,j⊆C Pjrj =

ri
rn

∑
j ̸=i,j⊆C Pjrj

(43)

Since the summation of the left side equal to the summation
of the right side, we have,

(
n∑

j=1

ri
rj
) ·

∑
j ̸=i,j∈C

Pjrj = (n− 1)(
∑

j ̸=i,j∈C

Pjrj + Piri). (44)

In addition,

Pi =
1

ri
(

√
riPm

∑
j ̸=i,j⊆C Pjrj

λ2
−

∑
j ̸=i,j⊆C

Pjrj) (45)

Then, we can calculate Pi as follows:

Pi =
PmriBi

λ2(ri +Bi)2
(46)

where Bi =
(n−1)ri∑n

j=1
ri
rj

−n+1
.

Since Pi cannot be negative and greater than the maximum

power, we have

P ∗
i = [min{ PmriBi

λ2(ri +Bi)2
, Pmax}]+ (47)
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