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#### Abstract

In this paper, we investigate the asymptotic performance limits (throughput capacity and average packet delay) of social-proximity vehicular networks. The considered network involves $N$ vehicles moving and communicating on a scalable gridlike street layout following the social-proximity model: Each vehicle has a restricted mobility region around a specific social spot and transmits via a unicast flow to a destination vehicle that is associated with the same social spot. Moreover, the spatial distribution of the vehicle decays following a power-law distribution from the central social spot toward the border of the mobility region. With vehicles communicating using a variant of the two-hop relay scheme, the asymptotic bounds of throughput capacity and average packet delay are derived in terms of the number of social spots, the size of the mobility region, and the decay factor of the power-law distribution. By identifying these key impact factors of performance mathematically, we find three possible regimes for the performance limits. Our results can be applied to predict the network performance of real-world scenarios and provide insight on the design and deployment of future vehicular networks.


Index Terms-Capacity scaling laws, network delay, social-proximity, vehicular networks.

## I. INTRODUCTION

EMERGING vehicular ad hoc networks (VANETs) target to incorporate wireless communications and informatics technologies into the road transportation system, making isolated vehicles wirelessly connected. In the networks of connected vehicles, information generated by the vehicle-borne computer and control system, on-board sensors, or passengers can be effectively disseminated among vehicles in proximity by means of over-the-air communications, such as Dedicated Short-Range Communications (DSRC) [1]. Without the assistance of any built infrastructure, VANETs facilitate a variety of attractive applications to the passengers on board, relating to safety (e.g., collision detection, lane change warning, and cooperative merging) and infotainment (e.g., mobile office, points of interest, and other valuable information sharing) [2]-[5]. With rapidly evolving concepts of building applications, not only can VANETs make the transportation system safer and

[^0]more efficient, but they can also revolutionize the in-vehicle experience of the passengers with media-rich infotainment.

There has been significant research interest in the field of mobile ad hoc networks in general and VANETs specifically, which has fascinated both the academia and the industry by its concepts and visions. Unlike the generic mobile ad hoc networks, VANETs present unique characteristics in terms of mobility, density, and applications, which accordingly impose distinguished challenges on networking. First, in VANETs, vehicles have map-restricted and localized mobility with specific social features. Notably, for most of the time, a vehicle only moves within a bounded region related to the social life of the driver. For example, a vehicle often moves within a small area daily close to the driver's home, the work place, or the city center. Such a mobility feature has also been reported in [6] based on the analysis of the real-world mobility trace of taxis in the city of Warsaw, Poland. It is observed that the mobility of taxis is typically around certain social spots. Second, VANETs show high spatial variations of vehicle density [2]. The analysis of the Warsaw trace data in [6] also reveals that the density of vehicles within the proximity area of social spots is much higher than on average and follows the empirical heavy-tailed distribution. Third, VANETs are mainly involved in the prox-imity-related applications, such as safety message dissemination and localized social content sharing, since it is neither practical nor necessary to maintain a long-lasting unicast communication flow among vehicles over a long distance. Although VANETs have received extensive attentions, the in-depth investigations on asymptotic performance limits (e.g., throughput capacity and delay) are very limited. Such asymptotic results are critical to predict network performance in face of the large-scale networks of connected vehicles [7]. Thus, it is desirable to know the fundamental capability of VANETs especially with the specific features aforementioned, which motivates our work.

In this paper, we investigate the throughput capacity and average packet delay of the social-proximity urban VANET. Specifically, we model the urban area as a scalable grid with equal-length road segments and a set of social spots. Considering the localized and social features of a vehicle's mobility, we apply a restricted mobility model to each vehicle surrounding a fixed social spot with the spatial stationary distribution of the vehicle following a power-law decay from the social spot to the border of the mobility region. Over this network model, we consider the social-proximity applications such that the data traffic is delivered through unicast flows; and for each unicast flow, its source and destination vehicles belong to the same social spot. With a variant of the two-hop relay scheme [8] applied, we derive the bounds of throughput capacity and average packet delay and show how the asymptotic results
depend on the inherent mobility pattern of the network that is characterized by the number of social spots, size of the mobility region, and the decay factor of the spatial distribution.

The main contributions of this paper are threefold.

- Our work represents the first theoretical study on the so-cial-proximity vehicular networks. As vehicular communications are intensively affected by the social behaviors of drivers, we argue that to accurately model the social features of vehicle mobility is crucial for the study of vehicular communications.
- We provide a generic modeling framework to unveil the asymptotic performance limits of the social-proximity vehicular networks. We obtain the bounds on per-vehicle throughput, average per-vehicle throughput, and average packet delay.
- The attained asymptotic property of capacity and delay can be used to predict network performance and provide guidance on design and analysis for different application scenarios of VANETs.
The remainder of this paper is organized as follows. Section II surveys the related works. In Section III, we introduce the system models. Section IV summarizes the main results of the paper. We analyze the asymptotic throughput capacity and average packet delay with the proposed two-hop relay scheme in Section V. Section VI concludes the paper.


## II. Related Work

The throughput capacity of wireless networks was initially investigated by Gupta and Kumar in [9], where it has been shown that the per-node throughput decays at least as $1 / \sqrt{N}$ in the presence of $N$ nodes in the network. Since then, the study of capacity scaling in different networking scenarios has received extensive attentions from academia (e.g., [7], [10], and [11]). The effect of nodal mobility on capacity scaling was first reported by Grossglauser and Tse in [12]. By applying an independent and identically distributed (i.i.d.) mobility model to each node, they have shown that striking performance gains in throughput capacity are achievable, however, at the expense of enlarged delay. Inspired by this result, many research studies have been done to understand the relationship between delay and capacity of wireless networks under a variety of mobility models, such as i.i.d. mobility [8], [13], random walk [14], Brownian motion [15], and Lévy mobility [16]. However, these mobility models considered in aforementioned studies rely on the assumption that each node can visit the entire network equally likely following certain ergodic mobility processes.

By noticing that nodes often spend most of the time in proximity of a few preferred places within a localized area, some researchers have studied the throughput and delay under the restricted node mobility, which is more realistic to characterize mobility traces of humans, animals, and vehicles. Li et al. [17] investigated the impact of a restricted mobility model on throughput and delay of a cell-partitioned network. They found that smooth throughput-delay tradeoffs can be obtained by controlling the mobility pattern of nodes. Unlike the network in [17] showing the homogeneous node density, Garetto and Leonardi [18] considered heterogeneous node densities under restricted mobility model, in which each node
moves around a fixed home-point according to a Markov process, and the stationary distribution of the node location decays as a power-law of exponent $\delta$ with the distance from the home-point. They showed that throughput-delay tradeoffs can be improved by restricting the node mobility and it is possible to achieve $\Theta\left(1 / \log ^{2}(N)\right)^{1}$ throughput and $O\left(\log ^{4}(N)\right)$ delay by using a sophisticated bisection routing scheme. Instead of exploring the full range of possible delay-capacity tradeoffs, Ciullo et al. [19] studied the impact of correlated mobility on performance of delay and throughput. They considered a mobility model in which nodes in the network are grouped and each group, occupying a disc area, moves following i.i.d. mobility. The movements of different nodes belonging to the same group are restricted and correlated. It was shown that the correlated mobility pattern has significant impact on asymptotic network performance, and it is possible to achieve better delay and throughput performance than that shown in [13]. However, the capacity and delay are still unclear when we consider the proximity-related applications and the specific mobility features of vehicles.

For vehicular networks, the impact of road geometry and network topology on the capacity was investigated in [20]-[22]. In [23], Wang et al. considered a general multicast capacity scaling for an arterial road system. In [24], Wang et al. studied the throughput capacity of VANETs with infrastructure support. In [25], Zhang et al. analyzed multicast capacity of VANETs under delay constraint. All these works assume uniformly distributed vehicles in the network. This assumption may not be true for the urban area, where vehicle densities in different regions are highly diversified. Therefore, it is desirable to consider inhomogeneous vehicle densities in the network. Moreover, unlike these works except [25] that have not considered network delay, it is one of the key focuses of this paper to study the performance of average packet delay. It is noted that our previous work [26] has investigated this subject, however, only for a special case in which the number of social spots increases linearly with the population of vehicles and the size of mobility region is considered fixed.

## III. System Model

## A. Street Pattern

The geographic area where the network is deployed is modeled as a grid-like street layout, which consists of a set of $M$ vertical roads intersected with a set of $M$ horizontal roads, as shown in Fig. 1. Each line segment of equal length represents a road segment with bidirectional vehicle traffic. The grid street pattern is very common in many cities, such as Houston, TX, USA, and Portland, OR, USA [27]. In the model, $M$ is used to characterize the scale of the city grid. For example, $M$ is roughly 100 for the downtown area of Toronto, ON, Canada [28]. In addition, the city grid is considered as a torus of unit area to eliminate the border effects, which is a common
${ }^{1}$ We use standard order notations in the paper: Given nonnegative functions $f_{1}(n)$ and $f_{2}(n), f_{1}(n)=O\left(f_{2}(n)\right)$ means $f_{1}(n)$ is asymptotically upperbounded by $f_{2}(n) ; f_{1}(n)=\Omega\left(f_{2}(n)\right)$ means $f_{1}(n)$ is asymptotically lowerbounded by $f_{2}(n)$; and $f_{1}(n)=\Theta\left(f_{2}(n)\right)$ means $f_{1}(n)$ is asymptotically tight-bounded by $f_{2}(n) ; f_{1}(n)=\omega\left(f_{2}(n)\right)$ means $f_{1}(n)$ is asymptotically dominant with respect to $f_{2}(n) ; f_{1}(n)=o\left(f_{2}(n)\right)$ means $f_{1}(n)$ is asymptotically negligible with respect to $f_{2}(n)$.


Fig. 1. Grid-like street layout.

TABLE I
Useful Notations

| Symbol | Description |
| :---: | :---: |
| $N$ | The number of vehicles in the network |
| M | The number of parallel roads in the grid |
| $G$ | The number of road segments in the grid |
| C | The number of street blocks in the grid |
| $\psi$ | Network density |
| V | The number of social spots |
| S | The set of social spots, $\mathbf{S}=\left\{S_{1}, \ldots, S_{V}\right\}$ |
| $H_{k}$ | Vehicle $k$ 's social spot, $H_{k} \in \mathbf{S}$ |
| $\nu$ | Exponent of $V$ |
| $\kappa$ | Exponent of $\mathcal{A}$ |
| $\mathcal{A}$ | The outermost tier of vehicle's mobility region |
| $\pi_{\alpha}^{\prime}$ | The steady-state location probability of each vehicle on a segment of $\operatorname{Tier}(\alpha)$ |
| $\gamma$ | The decay factor |
| $r$ | The communication radius of the vehicle |
| $\Delta$ | The guard factor |
| $\Phi$ | The family of social-proximity vehicular networks |
| $\lambda(\Phi)$ | Per-vehicle throughput |
| $\hat{\lambda}(\Phi)$ | Average per-vehicle throughput |
| $\mathcal{D}(\Phi)$ | Average packet delay |
| $p_{a c}$ | The probability of a randomly selected road segment being active at a time slot |
| $d_{i}^{N}$ | The vehicle density of road segment $i$ |
| $\underline{d}_{\underline{i}}^{N}$ | The lower bound of $d_{i}^{N}$ |
| $\bar{d}_{i}^{N}$ | The upper bound of $d_{i}^{N}$ |
| $F_{i}$ | The rectangular area of $2 \mathcal{A}(2 \mathcal{A}-1)$ street blocks centered at road segment $i$ |
| $F_{i}^{s}$ | The number of social spots in $F_{i}$ |
| $S_{j}^{v}$ | The number of $\mathbb{S}-\mathbb{D}$ pairs associated with social spot $S_{j}$ |
| $\mathcal{N}_{i}$ | The number of vehicles on road segment $i$ during a time slot |
| $\mathcal{N}_{i}^{\text {SD }}$ | The number of $\mathbb{S}-\mathbb{D}$ pairs on road segment $i$ during a time slot |
| $P(\Phi)$ | The average number of road segments where there are at least two vehicles during a time slot |
| $Q(\Phi)$ | The average number of road segments where there is at least one $\mathbb{S}-\mathbb{D}$ pair during a time slot |

practice to avoid tedious technicalities [18]. A summary of the mathematical notations used in the paper is given in Table I.

Let $C$ denote the number of street blocks in the grid. The total number of road segments (the road section between any two neighboring intersections) is therefore $G=2 C=2(M-1)^{2}$. We define the network density $\psi=\frac{N}{G}=\frac{N}{2(M-1)^{2}}$, where $N$ is the total number of vehicles on the roads. Since $N$ would tend to infinity in the asymptotic study, the city size, determined by $M$, cannot be fixed and should be scalable as well. Let $\Theta(1) \leq$ $\psi \leq o(N)$ to avoid two extreme cases that are not practical in real-world scenarios: 1) when $\psi=o(1)$, the city size increases
faster than the population of vehicles; and 2 ) when $\psi=\Theta(N)$, the city size is fixed such that the network density will become extremely high when more and more vehicles appear in the city. Note that $\psi$ can represent the average vehicle density on each road segment. However, as each vehicle moves following the mobility model with social features, the spatial distribution of vehicles is inhomogeneous, as examples shown in Fig. 3(b) and (c). It can be seen that a network with a very large $M$ and a relatively large $\psi$ can represent metropolitan areas like New York City, NY, USA, whereas for a small town, $M$ and $\psi$ are relatively small. Therefore, from a macroscopic view, the grid street pattern with different values of $M$ and $\psi$ can model urban scenarios of different scales.

## B. Socialized Mobility Model

Markovian Mobility Pattern: We consider the city grid, as shown in Fig. 1, where time is slotted with equal duration. The road segments are indexed from 1 to $G$, and vehicle nodes are indexed from 1 to $N$. Vehicles move independently from each other in the network. The mobility of a vehicle $k$ follows a discrete-time Markovian process, denoted by $\mathcal{C}_{k}, k \in\{1,2, \ldots, N\}$, which is uniquely represented by a one-dimensional $G$-state ergodic Markov chain. $\mathcal{C}_{k}(t)=i$ if vehicle $k$ appears on road segment $i, i \in\{1,2, \ldots, G\}$, at time-slot $t, t \in\{1,2, \ldots, T\}$. Let $P_{k}^{i j}$ denote the transition probability that vehicle $k$ moves from road segment $i$ to the next road segment $j, j \in\{1,2, \ldots, G\}$. Let $\mathbf{P}_{k}=\left\{P_{k}^{i j}\right\}_{G \times G}$ denote the transition probability matrix of $\mathcal{C}_{k}$; the element $P_{k}^{i j}$ in $\mathbf{P}_{k}$ is nonzero only if $j$ is a neighboring road segment of $i$. The steady-state location distribution of vehicle $k$ is $b m \pi_{k}=\left\{\pi_{k}(i)\right\}_{1 \times G}$, where $\pi_{k}(i)$ denotes the long-term proportion of time that vehicle $k$ stays on road segment $i$. In [29], it has been shown that the capacity region only depends on how the node location distributes in the steady state. In [30], it has been shown that the Markovian mobility model converges to its steady-state location distribution at an exponential rate. Therefore, we will focus on the steady-state location distribution of the vehicles.
Restricted Mobility Region With Social Spot: The mobility region of each vehicle is restricted and associated with a fixed social spot. The social spot is geographically the center of a certain street block, as shown in Fig. 2. Let $V$ denote the number of social spots in the grid. We assume that all the social spots in the grid are uniformly distributed and, therefore, do not consider the inhomogeneous distribution of social spots in this study. Indexing all the street blocks from 1 to $C$, we denote by $\mathbf{S}=$ $\left\{S_{1}, S_{2}, \ldots, S_{V}\right\} \subseteq\{1,2, \ldots, C\}$ the set of social spots. Since we are only interested in the order of performance limits, let $V=|\mathbf{S}|=\left\lceil C^{\nu}\right\rceil$, where $\nu \in(0,1]$. It can be seen that $V=\Theta\left((N / \psi)^{\nu}\right)$, represented by a power function of $N$. When $\nu=1$, all the street blocks in the network will be social spots. In addition, we consider all the intermediate cases of $\nu$ between 0 and 1 in the paper. ${ }^{2}$ Each vehicle uniformly and independently selects one social spot out of all the social spots. Let $\mathbf{H}_{N}=\left(H_{1}, H_{2}, \ldots, H_{N}\right)$ denote the vector that collects the locations of all the vehicles' social spots, with each element $H_{k} \in \mathbf{S}$, denoting the index of the street block where vehicle $k$ 's

[^1]

Fig. 2. Restricted and socialized mobility with different tiers centered at a social spot for a given vehicle.
social spot is located. The set $\mathbf{S}$ is fixed once the network is defined.

The mobility region of each vehicle is composed of multiple tiers co-centered at its social spot, as shown in Fig. 2. Tier(1) of the mobility region is collocated with the social spot and contains four road segments. The adjacent street blocks surrounding $\operatorname{Tier}(1)$ form $\operatorname{Tier}(2)$, and so forth. Let $\operatorname{Tier}(\mathcal{A})$ denote the outermost tier of the mobility region, where $\mathcal{A}=$ $\Theta\left(M^{\kappa}\right)=\Theta\left((N / \psi)^{\frac{\kappa}{2}}\right) \leq\left\lfloor\frac{M}{2}\right\rfloor, \kappa \in[0,1)$. When $\kappa=$ 0 , the size of the mobility region is fixed and does not scale with the city grid. It can be easily derived that $\operatorname{Tier}(\alpha), \alpha \in$ $\{1,2, \ldots, \mathcal{A}\}$, contains $16 \alpha-12$ road segments. Therefore, the mobility of each vehicle is constrained in $\mathcal{A}$ tiers with a total number of $\sum_{\alpha=1}^{\mathcal{A}} 16 \alpha-12=4 \mathcal{A}(2 \mathcal{A}-1)$ road segments, and further the mobility region covers an area of $(\mathcal{A}+1)^{2} / C=$ $\Theta\left((N / \psi)^{\kappa-1}\right)$. For a randomly selected $\operatorname{Tier}(\alpha)$, a vehicle has equal steady-state probability to appear on each road segment. Let $\pi_{\alpha}^{\prime}$ denote the steady-state location probability of each vehicle on one of the road segments of $\operatorname{Tier}(\alpha)$. From $\operatorname{Tier}(1)$ to $\operatorname{Tier}(\mathcal{A})$, the steady-state location probability of vehicles is modeled to exponentially decay as a power-law function with exponent $\gamma>0$. Therefore, we have $\pi_{\alpha}^{\prime}=\alpha^{-\gamma} \pi_{1}^{\prime}$, which indicates that a vehicle is more likely to stay in the area near its social spot. The same model has been used in [18], and its accuracy is validated in [6] through real-world measurements. As the summation of steady-state probability on road segments equals to 1 , i.e.,

$$
\sum_{\alpha=1}^{\mathcal{A}}(16 \alpha-12) \pi_{\alpha}^{\prime}=\sum_{\alpha=1}^{\mathcal{A}}(16 \alpha-12) \alpha^{-\gamma} \pi_{1}^{\prime}=1
$$

we have

$$
\begin{equation*}
\pi_{1}^{\prime}=\frac{1}{\sum_{\alpha=1}^{\mathcal{A}}(16 \alpha-12) \alpha^{-\gamma}} \tag{1}
\end{equation*}
$$

Lemma 1: Given that $\kappa>0$, as $N \rightarrow \infty, \pi_{1}^{\prime}=$ $\Theta\left((N / \psi)^{-\kappa\left(1-\frac{1}{2} \gamma\right)}\right)$, for $0<\gamma<2 ; \pi_{1}^{\prime}=\Theta\left(\frac{1}{\log (N / \psi)}\right)$, for $\gamma=2 ; \pi_{1}^{\prime}$ converges to a constant value, for any $\gamma>2$.

This lemma can be proved by applying results of partial sums of $p$-series [31] directly. Note that when $\kappa=0, \pi_{1}^{\prime}$ is constant for all $\gamma$. Using the mobility model discussed above, the network presents inhomogeneous vehicle densities. Fig. 3 shows the example of vehicle density in the network when the vehicles are uniformly distributed and follow the socialized mobility model, respectively.

## C. Traffic Model

We consider that there exist $N$ unicast flows concurrently in the network. Each vehicle is exactly the source of one unicast flow and the destination of another unicast flow. We consider the case in which the source and destination vehicles of each unicast flow have the same social spot. This is motivated by the dominant proximity applications in vehicular communications. As such, the source and destination vehicles of each unicast flow are spatially close to each other. Without loss of generality, $N$ is considered to be even. We sort the index of vehicles such that vehicle $k$ communicates with vehicle $k+1$, $k \in\{1,3,5, \ldots, N-1\}$, and each communication pair independently and uniformly chooses a social spot from $\mathbf{S}$. The packet arrives in each unicast flow at an average rate $\eta$.

## D. Communication Model

Since the communication range of a vehicle is geographically limited in practice, the communication radius should scale with $M$. Let $r=\frac{1}{M-1}$ denote the communication radius of each vehicle that can always cover the entire road segment, as shown in Fig. 7. Without loss of generality, a pair of vehicles can communicate only when they are on the same road segment at the same time-slot, and the transmission spans the whole time-slot. Although the communication model has been simplified, such simplification does not affect the order of the bounds of throughput capacity and average packet delay derived in the paper. The success or failure of a transmission is determined by the protocol model defined in [9] as follows. The transmission from vehicle $i$ to vehicle $j$ can be successful during time-slot $t$ if and only if the following condition holds: $d_{k j}(t) \geq(1+\Delta) r$, for every other vehicle $k$ transmitting simultaneously, where $d_{k j}(t)$ denotes the Euclidean distance between vehicle $k$ and $j$ at time-slot $t$, and $\Delta>0$ is a guard factor.

## E. Definitions of Throughput and Delay

We denote by $\boldsymbol{\Phi}\left(N, \psi, \gamma, \mathcal{A}(\kappa), \mathbf{S}(\nu), \mathbf{H}_{N}\right)$ the family of so-cial-proximity vehicular networks that we consider in the paper. Let $L_{k}(T)$ be the number of packets received by the destination of flow $k, k \in\{1,2, \ldots, N\}$, up to time $T$; let $\mathcal{D}_{k}(T)$ be the integrated delay of packets received by the destination of flow $k$ up to time $T$. An asymptotic per-vehicle throughput $\lambda(\Phi)$ and average delay $\mathcal{D}(\Phi)$ of $\boldsymbol{\Phi}$ are said feasible if there exist a scheduling policy and an $N_{0}$ such that for any $N>N_{0}$, we have

$$
\begin{align*}
\lim _{T \rightarrow \infty} \operatorname{Pr}\left(\frac{L_{k}(T)}{T}\right. & \geq \lambda(\Phi), \forall k) \tag{2}
\end{align*}=1 .
$$



Fig. 3. Examples of (a) homogeneous and (b), (c) inhomogeneous distributions of vehicles in the network, in the case of $N=2000, M=21, \mathcal{A}=10$, and $\gamma=2$. (a) Uniform distribution. (b) Distribution with social spots $(V=2)$. (c) Distribution with social spots $(V=10)$.

Specifically, an average per-vehicle throughput $\widetilde{\lambda}(\Phi)$ of $\boldsymbol{\Phi}$ is said feasible if there exist a scheduling policy and an $N_{0}$, such that for any $N>N_{0}$, the following holds:

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \operatorname{Pr}\left(\frac{\sum_{k=1}^{N} L_{k}(T)}{N T} \geq \tilde{\lambda}(\Phi)\right)=1 \tag{4}
\end{equation*}
$$

## IV. Summary of Main Results

This section presents the summary of our main results. The formal statement of the results (Theorems 1-3) and the derivations are given in Section V.

The results of capacity and delay obtained in the analysis demonstrate three possible regimes depending on different values of $\kappa$ and $\nu$, as shown in Fig. 4. Recall that the size of mobility region and the number of social spots scale as $\Theta\left((N / \psi)^{\kappa-1}\right)$ and $\Theta\left((N / \psi)^{\nu}\right)$, respectively.

1) Dense regime: When $\kappa+\nu>1$, the sum of all mobility regions associated with different social spots is $\Theta\left((N / \psi)^{\kappa+\nu-1}\right)=\omega(1)$, which indicates that $V$ different mobility regions are overlapped and fully cover the city grid.
2) Sparse regime: When $\kappa+\nu<1$, the sum of all different mobility regions is $o(1)$, which results in $V$ typically isolated mobility regions sparsely distributed in the city grid.
3) Balanced regime: When $\kappa+\nu=1$, the sum of all different mobility regions has the same scale with the grid area, making the mobility area of vehicles perfectly fit the grid area in the order sense.
A graphical representation of our results is reported in Figs. 5 and 6. The results are shown in log-scale in terms of $\kappa$ and $\nu$, with $\psi=\Theta(1)$. For example, " -0.5 " corresponds to a throughput of $\Theta\left(\frac{1}{\sqrt{N}}\right)$. Fig. 5(a) shows the lower bound of the per-vehicle throughput capacity for $\gamma=2$. In the dense regime, bounds of per-vehicle throughput capacity are dominated by $\kappa$ given $\gamma$ and $\psi$. It is observed that a large $\kappa$ indicates a large size of mobility region, which results in decrease in per-vehicle throughput because: 1) the contact probability of a pair of vehicles is reduced; and 2) different mobility regions are largely


Fig. 4. Regimes for asymptotic performance limits with respect to $\kappa$ and $\nu$.


Fig. 5. Per-vehicle throughput and average packet delay. (a) Lower bound of per-vehicle throughput. (b) Upper bound of average packet delay.
overlapped so that potentially increase the vehicle density. In the sparse regime, the performance is mainly dominated by $\nu$. When $\nu$ tends to 1 , the number of vehicles associated with each social spot is significantly reduced, avoiding a high vehicle density in the proximity of social spots. Therefore, the throughput performance is enhanced with a large $\nu$. The performance decreases in the sparse regime when $\kappa+\nu$ tends to zero due to increasing empty area in the city grid where there is no any packet transmission occurs. When $\kappa+\nu=1$, the network achieves optimal bounds of per-vehicle throughput capacity since the geographic area of the city grid, i.e., the spatial resource of the network, is just fully utilized for packet transmissions. From Fig. 5(b), the same insight on average packet delay can be obtained. Therefore, it is possible to achieve almost constant (except for the polylogarithmic factor)


Fig. 6. Average per-vehicle throughput. (a) Lower bound for $\gamma=2$. (b) Lower bound for $\gamma=4$.
per-vehicle throughput and average packet delay, i.e., in the case of $\kappa=0$ and $\nu=1$.

The average per-vehicle throughput represents a global performance metric of the network with inhomogeneous vehicle densities. Fig. 6(a) and 6(b) demonstrates the average per-vehicle throughput for $\gamma=2$ and $\gamma=4$, respectively. For $\gamma=2$, almost constant average per-vehicle throughput is achievable with high probability in the dense regime. However, in this case, the per-vehicle throughput may degrade dramatically, as shown in Fig. 5(a), in some hot area that is covered by a large number of different overlapped mobility regions. With a larger value of $\gamma$, e.g., $\gamma=4$, the vehicles usually move in a very limited area centered at the social spot. Due to the limited spatial resource, the total number of concurrent transmissions is reduced. Therefore, the average per-vehicle throughput decreases since the geographic area of the city grid is not fully used for packet transmissions.

It has been shown that the performance metrics of interest depend on inherent mobility patterns of the network. Notice that the parameters of the socialized mobility are not easy to obtain, although they can be extracted from real-world mobility traces of vehicles. Once the mobility pattern of the real-world scenario is determined, our results can be applied to predict network performance, at least in the order sense. We provide an example in the following. Consider a network of $10^{4}$ vehicles with parameters of mobility model $\kappa=0.5, \nu=0.7$, and $\gamma=2$. The bandwidth of point-to-point link is $1 \mathrm{Mb} / \mathrm{s}$. From the results obtained in the analysis, neglecting polylogarithmic factors and constant factor $\psi$, a per-vehicle throughput of around $10 \mathrm{~kb} / \mathrm{s}$ is achievable. If we consider a duration of 1 ms for each time-slot, the time to deliver a packet could be from seconds to days. We notice that the delay performance may not satisfy requirements of many applications. It is important to note that there exists a throughput-delay tradeoff for a given mobility pattern. The throughput and delay achieved in the example is under the proposed two-hop relay scheme that is elaborated in Section V. Better delay performance can be obtained by using other forwarding schemes, such as multihop scheme with or without packet redundancies, however with a lower throughput. Considering another mobility pattern where $\kappa=0.2$ and $\nu=0.8$, the per-vehicle throughput is around $150 \mathrm{~kb} / \mathrm{s}$, and the average packet delay could be at most several seconds. It can be seen that when $\kappa$ and $\nu$ tend to 0 and 1 , respectively, the delay is small enough for many applications by using the two-hop relay scheme, indicating that it is not necessary to sacrifice throughput to improve the network delay. Therefore, another implication


Fig. 7. Example of noninterfering transmission group of road segments.
from our results is that it is beneficial to design suitable forwarding schemes according to different mobility patterns of the network.

## V. Asymptotic Capacity and Delay Analysis

In this section, we first propose a two-hop relay scheme to deliver the packets from the source to the destination. After that, we derive the bounds of per-vehicle throughput capacity, average per-vehicle throughput, and average packet delay of the network, which are stated in Theorems 1-3, respectively.

## A. Two-Hop Relay Scheme

Let packets be transmitted by using a two-hop relay scheme $\mathcal{X}$ : A packet is either transmitted directly from the source to the destination, or relayed through one intermediate vehicle from the source to the destination. The packet transmission consists of two phases:
$\mathcal{X}$-I: Each road segment in the network becomes "active" in every $1 / p_{\text {ac }}$ time-slots. ${ }^{3}$
$\mathcal{X}$-II: For each active road segment where there are at least two vehicles:

1) If there exists at least one source-destination ( $\mathbb{S}-\mathbb{D}$ ) pair on the road segment, one pair is uniformly selected. If the source has a buffering packet for transmission to the destination, it transmits the packet and evicts it from the buffer after the transmission; otherwise, the source stays idle.
2) If there is not any $\mathbb{S}-\mathbb{D}$ pair on the road segment, a vehicle, e.g., $v_{A}$, is uniformly selected out of all vehicles on this road segment to be the source or the destination equally likely, and in the meantime another vehicle, e.g., $v_{B}$, is independently and uniformly selected over the rest of vehicles to be the relay.

- If $v_{A}$ is the source, a source-to-relay transmission from $v_{A}$ to $v_{B}$ is scheduled. If $v_{A}$ has a buffering packet to transmit, $v_{A}$ transmits the packet to $v_{B}$ and evicts the packet from the buffer; otherwise, $v_{A}$ remains idle.

[^2]- If $v_{A}$ is the destination, a relay-to-destination transmission from $v_{B}$ to $v_{A}$ is scheduled. If $v_{B}$ has a buffering packet destined for $v_{A}, v_{B}$ transmits the packet to $v_{A}$ and evicts the packet from the buffer; otherwise, $v_{B}$ remains idle.
Next, we calculate the value of $p_{\mathrm{ac}}$, which is the probability of a randomly selected road segment being active at a timeslot. As shown in Fig. 7, we partition the network into equalsize subareas. Each subarea consists of $\beta(\beta+1)$ street blocks, where $\beta$ is an integer number. The road segments highlighted in each subarea in Fig. 7 constitute one noninterfering transmission group, such that simultaneous transmissions within one noninterfering group do not interfere with each other. Totally, there are $2 \beta(\beta+1)$ road segments within one subarea, and collectively $2 \beta(\beta+1)$ noninterfering groups in the network. With noninterfering groups transmitting iteratively, each noninterfering group becomes active every $1 / p_{\text {ac }}=2 \beta(\beta+1)$ time-slots. This indicates that the vehicles on one specific road segment obtain a transmission opportunity with probability $p_{\text {ac }}$ at a randomly selected time-slot. With the grid scale of $M$, the minimum distance between any two neighboring road segments of a noninterfering group is $\frac{\beta}{M-1}$. With the protocol model applied, we have

$$
\beta /(M-1) \geq(1+\Delta) r .
$$

With $r=1 /(M-1)$, we have $\beta \geq 1+\Delta$. We set $\beta=\lceil 1+\Delta\rceil$. By substituting it into $1 /[2 \beta(\beta+1)]$, we have

$$
p_{\mathrm{ac}}=1 /(2\lceil 1+\Delta\rceil\lceil 2+\Delta\rceil)
$$

## B. Bounds of Per-Vehicle Throughput Capacity

Next, we derive the bounds of the per-vehicle throughput capacity with the two-hop relay scheme $\mathcal{X}$, which are formally stated in Theorem 1. We first try to obtain an important result of vehicle density of a generic road segment (Lemma 3) by applying Chernoff bounds (Lemma 2) and the Vapnik-Chervonenkis Theorem, which gives the uniform convergence in the weak law of large numbers.

To characterize the vehicle spatial inhomogeneities of the network, inspired by [32], we define the vehicle density (vehicles/road segment) of a generic road segment $i$ by

$$
\begin{equation*}
d_{i}^{N}=\sum_{k=1}^{N} E\left[\rrbracket_{\mathcal{C}_{k}(t)=i} \mid \mathbf{H}_{N}\right] \tag{5}
\end{equation*}
$$

where ${ }^{\mathcal{C}_{k}(t)=i}$ is the indicator variable that takes value 1 if $\mathcal{C}_{k}(t)=i$, and 0 otherwise.

Lemma 2 (Chernoff bounds [33]): Let $X$ be a sum of $n$ independent random variables $\left\{X_{i}\right\}$, with $X_{i} \in\{0,1\}$ for all $i \leq n$. Write $\mu^{\prime}=E[X]=E\left[X_{1}\right]+\ldots+E\left[X_{n}\right]$. Then, for any $0<\varepsilon \leq 1$

$$
\begin{aligned}
& \operatorname{Pr}\left(X>(1+\varepsilon) \mu^{\prime}\right) \leq e^{-\frac{\varepsilon^{2}}{2+\varepsilon} \mu^{\prime}} \\
& \operatorname{Pr}\left(X<(1-\varepsilon) \mu^{\prime}\right) \leq e^{-\frac{\varepsilon^{2}}{2} \mu^{\prime}}
\end{aligned}
$$

Lemma 2 is a well-known result and will be used to prove the following important lemma that presents a bound of $d_{i}^{N}$.


Fig. 8. Example of one given road segment contained by different vehicles' mobility regions.

Lemma 3: The following bounds of the vehicle density $d_{i}^{N}$ hold w.h.p., ${ }^{4} \forall i \in\{1,2, \ldots, G\}$.
i) When $\kappa+\nu>1$

$$
d_{i}^{N}= \begin{cases}\Omega(\psi), O\left(\psi(N / \psi)^{\frac{1}{2} \kappa \gamma}\right), & 0<\gamma<2 \\ \Omega\left(\frac{\psi}{\log (N / \psi)}\right), O\left(\frac{\psi(N / \psi)^{\kappa}}{\log (N / \psi)}\right), & \gamma=2 \\ \Omega\left(\frac{\psi}{(N / \psi)^{\kappa\left(\frac{1}{2} \gamma-1\right)}}\right), O\left(\psi(N / \psi)^{\kappa}\right), & \gamma>2\end{cases}
$$

ii) When $\kappa+\nu \leq 1$
a) $\quad \kappa=0, d_{i}^{N}=O\left(\psi(N / \psi)^{1-\nu} \log (N / \psi)\right)$;
b) $\quad \kappa \neq 0$,

$$
d_{i}^{N}= \begin{cases}O\left(\frac{\psi \log (N / \psi)}{(N / \psi)^{\nu+\kappa\left(1-\frac{1}{2} \gamma\right)-1}}\right), & 0<\gamma<2 \\ O\left(\psi(N / \psi)^{1-\nu}\right), & \gamma=2 \\ O\left(\psi(N / \psi)^{1-\nu} \log (N / \psi)\right), & \gamma>2\end{cases}
$$

Proof: The proof of Lemma 3 consists of three parts in terms of different values of $\nu$ and $\kappa$.
(i) $0<\nu<1$ and $\kappa+\nu>1$ :

First, we show that Lemma 3 holds for $0<\nu<1$ and $\kappa+\nu>1$. We denote by $F_{i}$ the rectangular area of $2 \mathcal{A}(2 \mathcal{A}-1)$ street blocks centered at road segment $i$, as shown in Fig. 8. If the social spot of vehicle $k$ is not located in $\left.F_{i}, E[]_{\mathcal{C}_{k}(t)=i}\right]=0$. In other words, vehicles whose social spots are located in $F_{i}$ contribute $d_{i}^{N}$. Let $F_{i}^{\mathrm{s}}$ denote the number of social spots contained in $F_{i}$. Intuitively, a social spot describes a mobility region of vehicles that are associated with this social spot. The vehicle density of a road segment depends on how many mobility regions contain this road segment. Therefore, the number of social spots in an area plays an important role in determining the vehicle density of a road segment, and further the throughput capacity. We first bound $F_{i}^{\mathrm{s}}$, for all $i \in\{1,2, \ldots, G\}$. By definition, we have

$$
\begin{equation*}
F_{i}^{\mathrm{s}}=\sum_{j=1}^{V} \rrbracket_{\mathrm{S}_{j \in F i}} \tag{6}
\end{equation*}
$$

[^3]where $\mathbb{\rrbracket}_{S_{j} \in F_{i}}, \forall j \in\{1,2, \ldots, V\}$, are i.i.d. Bernoulli random variables with expectation $\mu=\frac{2 \mathcal{A}(2 \mathcal{A}-1)}{C}$. Inspired by [32], from Lemma 2, we have
\[

$$
\begin{aligned}
& \operatorname{Pr}\left\{F_{i}^{\mathrm{s}}<\frac{1}{2} E\left[F_{i}^{\mathrm{s}}\right]=\frac{1}{2} V \mu\right\}<e^{-\frac{1}{8} V \mu} \\
& \quad \operatorname{Pr}\left\{F_{i}^{\mathrm{s}}>2 E\left[F_{i}^{\mathrm{s}}\right]=2 V \mu\right\}<e^{-\frac{1}{3} V \mu}<e^{-\frac{1}{8} V \mu} .
\end{aligned}
$$
\]

It can be obtained that $\mu=\Theta\left((N / \psi)^{\kappa-1}\right)$. By applying the union bound, we have

$$
\begin{aligned}
\operatorname{Pr} & \left\{\bigcap_{i}\left\{\frac{1}{2} E\left[F_{i}^{\mathrm{s}}\right]<F_{i}^{\mathrm{s}}<2 E\left[F_{i}^{\mathrm{s}}\right]\right\}\right\} \\
& =1-\operatorname{Pr}\left\{\bigcup_{i}\left\{F_{i}^{\mathrm{s}}<\frac{1}{2} E\left[F_{i}^{\mathrm{s}}\right] \cup F_{i}^{\mathrm{s}}>2 E\left[F_{i}^{\mathrm{s}}\right]\right\}\right\} \\
& \geq 1-\sum_{i=1}^{G} \operatorname{Pr}\left\{F_{i}^{\mathrm{s}}<\frac{1}{2} E\left[F_{i}^{\mathrm{s}}\right] \cup F_{i}^{\mathrm{s}}>2 E\left[F_{i}^{\mathrm{s}}\right]\right\} \\
& \geq 1-G 2 e^{-\frac{1}{8} V \mu}
\end{aligned}
$$

For $\kappa+\nu>1, G 2 e^{-\frac{1}{8} V \mu} \rightarrow 0$, as $N \rightarrow \infty$. Therefore, w.h.p., we get

$$
\begin{equation*}
\frac{1}{2} E\left[F_{i}^{\mathrm{s}}\right]<F_{i}^{\mathrm{s}}<2 E\left[F_{i}^{\mathrm{s}}\right] \quad \forall i \in\{1,2, \ldots, G\} \tag{7}
\end{equation*}
$$

Let $S_{j}^{v}=\sum_{k=1}^{N-1} \rrbracket_{H_{k}=S_{j}}$ denote the number of $\mathbb{S}-\mathbb{D}$ pairs associated with social spot $S_{j}$, where $\mathbb{\rrbracket}_{H_{k}=S_{j}}$, $\forall k \in\{1,3, \ldots, N-1\}$, are i.i.d. Bernoulli random variables with expectation $1 / V$. From Lemma 2, for $0<\varepsilon \leq 1$, we have

$$
\operatorname{Pr}\left\{\frac{(1-\varepsilon) N}{2 V}<S_{j}^{v}<\frac{(1+\varepsilon) N}{2 V}\right\} \geq 1-2 e^{-\frac{\varepsilon^{2} N}{2(2+\varepsilon) V}}
$$

By applying union bound

$$
\begin{aligned}
\operatorname{Pr} & \left\{\bigcap_{j}\left\{\frac{(1-\varepsilon) N}{2 V}<S_{j}^{v}<\frac{(1+\varepsilon) N}{2 V}\right\}\right\} \\
& =1-\operatorname{Pr}\left\{\bigcup_{j}\left\{S_{j}^{v}<\frac{(1-\varepsilon) N}{2 V} \cup S_{j}^{v}>\frac{(1+\varepsilon) N}{2 V}\right\}\right\} \\
& \geq 1-\sum_{j=1}^{V} \operatorname{Pr}\left\{S_{j}^{v}<\frac{(1-\varepsilon) N}{2 V} \cup S_{j}^{v}>\frac{(1+\varepsilon) N}{2 V}\right\} \\
& \geq 1-V 2 e^{-\frac{\varepsilon^{2} N}{2(2+\varepsilon) V}}
\end{aligned}
$$

Since $V=\Theta\left((N / \psi)^{\nu}\right)$ and $\nu \neq 1, V 2 e^{-\frac{\varepsilon^{2} N}{(2+\varepsilon) V}} \rightarrow 0$, as $N \rightarrow \infty$. Therefore, w.h.p., we get

$$
\begin{equation*}
\frac{(1-\varepsilon) N}{2 V}<S_{j}^{v}<\frac{(1+\varepsilon) N}{2 V} \quad \forall j \in\{1,2, \ldots, V\} \tag{8}
\end{equation*}
$$

By definition (5) and from (7) and (8), w.h.p., we obtain, $\forall i$

$$
\begin{aligned}
\frac{1}{2} V \mu \cdot \frac{(1-\varepsilon) N}{V} \cdot \mathcal{A}^{-\gamma} \pi_{1}^{\prime} & =\underline{d}_{i}^{N}<d_{i}^{N}<\bar{d}_{i}^{N} \\
& =2 V \mu \cdot \frac{(1+\varepsilon) N}{V} \cdot \pi_{1}^{\prime}
\end{aligned}
$$

denoting by $\underline{d}_{i}^{N}$ and $\bar{d}_{i}^{N}$ the lower bound and upper bound of $d_{i}^{N}$, respectively. Letting $\varepsilon \rightarrow \infty$, we have $\underline{d}_{i}^{N}=\Theta\left(\pi_{1}^{\prime} \psi(N / \psi)^{\kappa\left(1-\frac{1}{2} \gamma\right)}\right)$ and $\bar{d}_{i}^{N}=\Theta\left(\pi_{1}^{\prime} \psi(N / \psi)^{\kappa}\right)$. The assert follows according to Lemma 1 for (i).
(ii) $\nu=1$ :

To prove Lemma 3 for the case in which $\nu=1$, we recall the Vapnik-Chervonenkis Theorem [34]. Some relevant definitions are first provided. A Range Space is a pair $(X, \mathcal{F})$, where $X$ is a set and $\mathcal{F}$ is a family of subsets of $X$. For any $A \subseteq X$, we define $P_{\mathcal{F}}(A)$, the projection of $\mathcal{F}$ on $A$, as $\{F \cap A: F \in \mathcal{F}\}$. We say that $A$ is shattered by $\mathcal{F}$ if $P_{\mathcal{F}}(A)=2^{A}$, i.e., if the projection of $\mathcal{F}$ on $A$ includes all possible subsets of $A$. The VC-dimension of $\mathcal{F}$, denoted by $\operatorname{VC-d}(\mathcal{F})$ is the cardinality of the largest set $A$ that $\mathcal{F}$ shatters. If arbitrarily large finite sets are shattered, the VC dimension of $\mathcal{F}$ is infinite.

Vapnik-Chervonenkis Theorem: If $\mathcal{F}$ is a set of finite VC-dimension and $\left\{Y_{j}\right\}$ is a sequence of $N$ i.i.d. random variables with common probability distribution $P$, then for every $\epsilon, \delta>0$

$$
\begin{equation*}
\operatorname{Pr}\left\{\sup _{F \in \mathcal{F}}\left|\frac{1}{N} \sum_{j=1}^{N} \rrbracket_{Y_{j} \in F}-P(F)\right| \leq \epsilon\right\}>1-\delta \tag{9}
\end{equation*}
$$

if

$$
\begin{equation*}
N>\max \left\{\frac{8 \mathrm{VC}-\mathrm{d}(\mathcal{F})}{\epsilon} \log \frac{16 e}{\epsilon}, \frac{4}{\epsilon} \log \frac{2}{\delta}\right\} \tag{10}
\end{equation*}
$$

We use the Vapnik-Chervonenkis Theorem to show that Lemma 3 holds for $\nu=1$. Recall that $F_{i}$ denotes the rectangular area of $2 \mathcal{A}(2 \mathcal{A}-1)$ street blocks centered at road segment $i$. $\sum_{k=1}^{N-1} \rrbracket_{H_{k} \in F_{i}}, k \in\{1,3, \ldots, N-1\}$, is the number of $\mathbb{S}-\mathbb{D}$ pairs whose social spot falls into the region $F_{i}$. $\operatorname{Pr}\left(\rrbracket_{H_{k} \in F_{i}}=1\right)=\frac{2 \mathcal{A}(2 \mathcal{A}-1)}{C}=\Theta\left((N / \psi)^{\kappa-1}\right), \forall k$. Let $\mathcal{F}$ be the class of all such $F_{i}$ rectangular areas. It is easy to show that the VC-dimension of $\mathcal{F}$ is at most 4 [35]. Therefore, $\forall F_{i}$

$$
\operatorname{Pr}\left\{\sup _{F_{i} \in \mathcal{F}}\left|\frac{\sum_{k=1}^{N-1} \rrbracket_{H_{k} \in F_{i}}}{N / 2}-\frac{2 \mathcal{A}(2 \mathcal{A}-1)}{C}\right| \leq \epsilon\right\}>1-\delta .
$$

The condition (10) holds when $\epsilon=\delta=\frac{\Delta_{\epsilon} \log (N / \psi)}{N / \psi}$, where $\Delta_{\epsilon}:=\max \{8 \mathrm{VC}-\mathrm{d}(\mathcal{F}), 16 e\}$. Thus, the Vapnik-Chervonenkis Theorem states that
$\operatorname{Pr}\left\{\sup _{F_{i} \in \mathcal{F}}\left|\sum_{k=1}^{N-1} \mathbb{a}_{H_{k} \in F_{i}}-\Theta\left(\psi\left(\frac{N}{\psi}\right)^{\kappa}\right)\right| \leq \Theta\left(\psi \log \frac{N}{\psi}\right)\right\}$

$$
>1-\frac{\Delta_{\epsilon} \log (N / \psi)}{N / \psi}
$$

We conclude that w.h.p., for $\kappa=0$

$$
\bar{d}_{i}^{N}=2 \max \left\{\sum_{k=1}^{N-1} \rrbracket_{H_{k} \in F_{i}}\right\} \pi_{1}^{\prime}=\Theta(\psi \log (N / \psi))
$$

for $0<\kappa<1, \underline{d}_{i}^{N}=\Theta\left(\pi_{1}^{\prime} \psi(N / \psi)^{\kappa\left(1-\frac{1}{2} \gamma\right)}\right)$ and $\bar{d}_{i}^{N}=$ $\Theta\left(\pi_{1}^{\prime} \psi(N / \psi)^{\kappa}\right), \forall i$. The assert follows according to Lemma 1 for $\nu=1$.
(iii) $0<\nu<1$ and $\kappa+\nu \leq 1$ :

We apply the Vapnik-Chervonenkis Theorem again to show this part. From (6), we have

$$
\operatorname{Pr}\left\{\sup _{F_{i} \in \mathcal{F}}\left|\frac{\sum_{j=1}^{V} \rrbracket_{S_{j} \in F_{i}}}{V}-\frac{2 \mathcal{A}(2 \mathcal{A}-1)}{C}\right| \leq \epsilon\right\}>1-\delta
$$

The condition (10) holds when $\epsilon=\delta=\frac{\Delta_{\varepsilon} \log (V)}{V}=$ $\frac{\Delta_{\epsilon} \log (N / \psi)}{(N / \psi)^{\nu}}$. Thus

$$
\begin{align*}
& \operatorname{Pr}\left\{\sup _{F_{i} \in \mathcal{F}}\left|\sum_{j=1}^{V} \mathbb{\rrbracket}_{S_{j} \in F_{i}}-\Theta\left(\left(\frac{N}{\psi}\right)^{\kappa+\nu-1}\right)\right| \leq \Delta_{\epsilon} \log \left(\frac{N}{\psi}\right)\right\} \\
& \quad>1-\frac{\Delta_{\epsilon} \log (N / \psi)}{(N / \psi)^{\nu}} \tag{11}
\end{align*}
$$

Since $\kappa+\nu \leq 1$, we conclude that w.h.p., $F_{i}^{\mathrm{s}}=O(\log (N / \psi))$, $\forall i$. From (8) and (11), the upper bound of vehicle density $\bar{d}_{i}^{N}=$ $\Theta\left(\pi_{1}^{\prime} \psi(N / \psi)^{1-\nu} \log (N / \psi)\right), \forall i, w . h . p$. The assert follows according to Lemma 1.

Theorem 1: For the social-proximity grid-like vehicular networks, with the two-hop relay scheme $\mathcal{X}$, the per-vehicle throughput $\lambda(\Phi)$ cannot be better than $\frac{1}{2 \psi\lceil 1+\Delta\rceil\lceil 2+\Delta\rceil}$, and w.h.p., we obtain the following.
i) When $\kappa+\nu>1$

$$
\lambda(\Phi)= \begin{cases}\Omega\left(\frac{1}{\psi(N / \psi)^{\frac{1}{2}} \kappa \gamma}\right), & 0<\gamma<2 \\ \Omega\left(\frac{1}{\psi(N / \psi)^{\kappa} \log (N / \psi)}\right), & \gamma=2, \psi=\Theta(1) \\ \Omega\left(\frac{\log (N / \psi)}{\psi(N / \psi)^{\kappa}}\right), & \gamma=2, \psi=\omega(1) \\ \Omega\left(\frac{1}{\psi(N / \psi)^{\kappa}}\right), & \gamma>2 .\end{cases}
$$

ii) When $\kappa+\nu \leq 1$

> a) $\quad \kappa=0, \lambda(\Phi)=\Omega\left(\frac{(N / \psi)^{\nu-1}}{\psi \log (N / \psi)}\right)$
> b) $\quad \kappa \neq 0$

$$
\lambda(\Phi)= \begin{cases}\Omega\left(\frac{(N / \psi)^{\nu-\frac{1}{2} \kappa \gamma-1}}{\psi \log (N / \psi)}\right), & 0<\gamma<1 \\ \Omega\left(\frac{(N / \psi)^{\nu-\frac{1}{2} \kappa-1}}{\psi}\right), & \gamma=1 \\ \Omega\left(\frac{(N / \psi)^{\nu-\kappa\left(1-\frac{1}{2} \gamma\right)-1}}{\psi \log (N / \psi)}\right), & 1<\gamma<2 \\ \Omega\left(\frac{(N / \psi)^{\nu-1}}{\psi \log ^{2}(N / \psi)}\right), & \gamma=2 \\ \Omega\left(\frac{(N / \psi)^{\nu-1}}{\psi \log (N / \psi)}\right), & \gamma>2\end{cases}
$$

Proof: The proof consists of two parts. We first apply Lemmas 1 and 3 to derive the lower bound of the per-vehicle throughput. Following the two-hop relay scheme $\mathcal{X}$, the long-term throughput of flow $k$ (denoting the source and destination of flow $k$ by $\mathbb{S}$ and $\mathbb{D}$, respectively) is given by

$$
\begin{equation*}
\lambda_{k}(\Phi)=\lim _{T \rightarrow \infty} L_{k}(T) / T \tag{12}
\end{equation*}
$$

$$
\begin{align*}
= & \frac{1}{2} p_{\mathrm{ac}} \sum_{i=1}^{G} \operatorname{Pr}\left(\mathcal{N}_{i} \geq 2, \mathcal{N}_{i}^{\mathrm{SD}}=0 \mid \mathcal{C}_{\mathrm{D}}=i\right) \pi_{\mathrm{D}}(i) \frac{1}{\mathcal{N}_{i}} \\
& +p_{\mathrm{ac}} \sum_{i=1}^{G} \operatorname{Pr}\left(\mathcal{C}_{\mathbb{S}}=i \mid \mathcal{C}_{\mathrm{D}}=i\right) \pi_{\mathbb{D}}(i) \frac{1}{\mathcal{N}_{i}^{\mathrm{SD}}} \tag{13}
\end{align*}
$$

where $\mathcal{N}_{i}$ and $\mathcal{N}_{i}^{\text {SD }}$ denote the number of vehicles and the number of $\mathbb{S}-\mathbb{D}$ pairs on road segment $i$ in a time-slot, respectively. Recall that $\pi_{\mathbb{D}}(i)$ is the steady-state probability that $\mathbb{D}$ stays on road segment $i$.

Let $\mathfrak{N}_{i}$ denote the number of $\mathbb{S}-\mathbb{D}$ pairs whose mobility region contains road segment $i$. The probability of finding at least two vehicles and no $\mathbb{S}-\mathbb{D}$ pair on road segment $i$ given that $\mathbb{D}$ is on road segment $i$ is given by, w.h.p., $\forall i$

$$
\begin{aligned}
& \operatorname{Pr}\left(\mathcal{N}_{i} \geq 2, \mathcal{N}_{i}^{\mathbb{S D}}=0 \mid \mathcal{C}_{\mathbb{D}}=i\right) \\
& \geq\left(1-\pi_{1}^{\prime}\right)\left(1-\left(1-\frac{2 \pi_{1}^{\prime}}{\mathcal{A}^{\gamma}}+2\left(\frac{\pi_{1}^{\prime}}{\mathcal{A}^{\gamma}}\right)^{2}\right)^{\mathfrak{N}_{i}-1}\right) \\
&=\left(1-\pi_{1}^{\prime}\right)\left(1-\left(1+\left(-\frac{\mathcal{A}^{\gamma}}{2 \pi_{1}^{\prime}}\right)^{-1}\right.\right. \\
&\left.\left.+\frac{1}{2}\left(-\frac{\mathcal{A}^{\gamma}}{2 \pi_{1}^{\prime}}\right)^{-2}\right)^{-\frac{\mathcal{A}^{\gamma}}{2 \pi_{1}^{\prime}}\left(-2 \mathfrak{N}_{i} \mathcal{A}^{-\gamma} \pi_{1}^{\prime}+2 \mathcal{A}^{-\gamma} \pi_{1}^{\prime}\right)}\right) \\
& \geq\left(1-\pi_{1}^{\prime}\right)\left(1-\left(\left(1+\frac{1}{\not Z}+\frac{1}{2 \not \mathscr{Z}^{2}}\right)^{\mathscr{L}}\right)^{-\underline{d}_{i}^{N}-1 / \not \mathscr{K}}\right)
\end{aligned}
$$

where we denote $-\mathcal{A}^{\gamma} /\left(2 \pi_{1}^{\prime}\right)$ by $\%$. If $\underline{d}_{i}^{N}=\omega(1),((1+1 / \%+$ $\left.\left.1 /\left(2 *^{2}\right)\right)^{K}\right)^{-\underline{d}_{i}^{N}}-1 / \% \rightarrow 0$, as $N \rightarrow \infty$. Therefore, the event $" \mathcal{N}_{i} \geq 2, \mathcal{N}_{i}^{S \mathbb{D}}=0 \mid \mathcal{C}_{\mathbb{D}}=i "$ holds w.h.p. when $\gamma \leq 2$, and at least with a constant probability $1-\pi_{1}^{\prime}$ when $\gamma>2$, according to Lemma 1. If $\underline{d}_{i}^{N}=\Theta(1), \operatorname{Pr}\left(\mathcal{N}_{i} \geq 2, \mathcal{N}_{i}^{S \mathbb{D}}=0 \mid \mathcal{C}_{\mathbb{D}}=i\right)$ is lower-bounded by $\left(1-\pi_{1}^{\prime}\right)\left(1-e^{-\underline{d}_{i}^{N}}\right)$. If $\underline{d}_{i}^{N}=o(1), \operatorname{Pr}\left(\mathcal{N}_{i} \geq\right.$ $\left.2, \mathcal{N}_{i}^{\mathbb{S D}}=0 \mid \mathcal{C}_{\mathbb{D}}=i\right) \rightarrow 0$, as $N \rightarrow \infty$.

According to the results of partial sum of $p$-series, the probability of finding $\mathbb{S}$ and $\mathbb{D}$ on a same road segment during a slot is asymptotically given by

$$
\begin{align*}
& \sum_{i=1}^{G} \operatorname{Pr}\left(\mathcal{C}_{\mathbb{S}}=i \mid \mathcal{C}_{\mathbb{D}}=i\right) \pi_{\mathbb{D}}(i) \\
& \quad=\sum_{i=1}^{G} \pi_{\mathbb{S}}(i) \pi_{\mathbb{D}}(i)=\sum_{\alpha=1}^{\mathcal{A}}(16 \alpha-12) \alpha^{-2 \gamma} \pi_{1}^{\prime 2} \\
& \quad=\pi_{1}^{\prime 2} \sum_{\alpha=1}^{\mathcal{A}}\left(\frac{16}{\alpha^{2 \gamma-1}}-\frac{12}{\alpha^{2 \gamma}}\right) \\
& \quad= \begin{cases}\Theta\left(\pi_{1}^{\prime 2}(N / \psi)^{\kappa(1-\gamma)}\right), & 0<\gamma<1 \\
\Theta\left(\pi_{1}^{\prime 2} \log (N / \psi)\right), & \gamma=1 \\
\Theta\left(\pi_{1}^{\prime 2}\right), & \gamma>1\end{cases} \tag{15}
\end{align*}
$$

Based on the analysis above, when $\underline{d}_{i}^{N}=\Omega(1), \forall k$, w.h.p. we have

$$
\begin{aligned}
\lambda_{k}(\Phi) & \geq \frac{c^{\prime} p_{\mathrm{ac}}}{2 \bar{d}_{i}^{N}} \sum_{i=1}^{G} \pi_{\mathbb{D}}(i)+\frac{p_{\mathrm{ac}}}{\bar{d}_{i}^{N}} \sum_{i=1}^{G} \pi_{\mathbb{S}}(i) \pi_{\mathbb{D}}(i) \\
& =c^{\prime} p_{\mathrm{ac}} / \bar{d}_{i}^{N}+O(1) p_{\mathrm{ac}} / \bar{d}_{i}^{N}
\end{aligned}
$$

where $c^{\prime}$ is constant. Therefore, $\lambda(\Phi)=\Omega\left(p_{\mathrm{ac}} / \bar{d}_{i}^{N}\right)$, w.h.p. When $\underline{d}_{i}^{N}=o(1), \quad \forall k, \quad \lambda_{k}(\Phi) \geq$ $p_{\mathrm{ac}}\left(\sum_{i=1}^{G} \pi_{\mathbb{S}}(i) \pi_{\mathbb{D}}(i)\right) / \bar{d}_{i}^{N}$. Thus, w.h.p., we have $\lambda(\Phi)=\Omega\left(p_{\text {ac }}\left(\sum_{i=1}^{G} \pi_{\mathbb{S}}(i) \pi_{\mathbb{D}}(i)\right) / \bar{d}_{i}^{N}\right)$. From Lemmas 1 and 3 , the assert follows.

Next, we derive an upper bound of per-vehicle throughput considering any possible stabilizing scheduling policies under $\mathcal{X}$-I. Let $\mathscr{X}_{d}(T)$ denote the number of packets delivered in the network through direct transmissions from the source to destination, and $\mathscr{X}_{r}(T)$ denote the number of packets delivered to the destination via relaying, during the interval $[0, T]$. Therefore, provided the arbitrary and fixed $\epsilon>0$, there must exist arbitrarily large values of $T$ such that the per-vehicle throughput $\lambda(\Phi)$ satisfies

$$
\begin{equation*}
\frac{\mathscr{X}_{d}(T)+\mathscr{X}_{r}(T)}{T} \geq N \lambda(\Phi)-\epsilon \tag{16}
\end{equation*}
$$

Let $\mathscr{Y}(T)$ denote the total number of transmission opportunities during the interval $[0, T]$. From (16), we have

$$
\begin{aligned}
\frac{1}{T} \mathscr{Y}(T) & \geq \frac{1}{T} \mathscr{X}_{d}(T)+\frac{2}{T} \mathscr{X}_{r}(T) \\
& \geq \frac{1}{T} \mathscr{X}_{\boldsymbol{d}}(T)+2\left((N \lambda(\Phi)-\epsilon)-\frac{1}{T} \mathscr{X}_{\boldsymbol{d}}(T)\right)
\end{aligned}
$$

The first inequality holds because the relayed packet reaches to the destination through at least two hops. Therefore

$$
\lambda(\Phi) \leq \frac{\frac{1}{T} \mathscr{Y}(T)+\frac{1}{T} \mathscr{X}_{d}(T)+2 \epsilon}{2 N}
$$

i.e.,

$$
\begin{equation*}
\lambda(\Phi) \leq \lim _{T \rightarrow \infty} \frac{\frac{1}{T} \mathscr{Y}(T)+\frac{1}{T} \mathscr{X}_{d}(T)}{2 N} \tag{17}
\end{equation*}
$$

Due to the interference of transmissions, the total number of transmission opportunities is no larger than the maximum number of concurrent transmissions during $[0, T]$. We have $\lim _{T \rightarrow \infty} \frac{1}{T} \mathscr{Y}(T) \leq G p_{\mathrm{ac}}$. Similarly, we have $\lim _{T \rightarrow \infty} \frac{1}{T} \mathscr{X}_{d}(T) \leq G p_{\text {ac }}$, where the equality holds when there is always an $\mathbb{S}-\mathbb{D}$ transmission on each road segment of a noninterference group during each time-slot. By plugging the inequalities into (17), we have

$$
\begin{equation*}
\lambda(\Phi) \leq \frac{G p_{\mathrm{ac}}+G p_{\mathrm{ac}}}{2 N}=\frac{p_{\mathrm{ac}}}{\psi}=\Theta\left(\frac{1}{\psi}\right) \tag{18}
\end{equation*}
$$

From (18), $\lambda(\Phi)$ cannot be better than $\Theta\left(\frac{1}{\psi}\right)$.

## C. Average Per-Vehicle Throughput

We derive a lower bound of the average per-vehicle throughput $\widetilde{\lambda}(\Phi)$, stated in Theorem 2, based on the proposed two-hop relay scheme for $\gamma \geq 2$, where the network shows dramatic social features. To simplify the analysis, we let $\psi=\Theta(1)$ in this section, i.e., the network density keeps constant and does not scale up with the population of vehicles. Considering all possible functions of $\psi$ with the order of $o(N)$ makes the derivation very complicated. The following lemmas (Lemmas 4-8) will be first presented to prove Theorem 2.

Lemma 4: Let $\mathscr{T}$ be a regular tessellation of the network, whose elements $\mathscr{T}_{i}$ contain $\left\lceil 100 N^{1-\nu} \log (N)\right\rceil$ street blocks. W.h.p., every element of $\mathscr{T}$ contains at least one social spot.

Proof: Recall that each element $\mathscr{T}_{i}$ of $\mathscr{T}$ is a regular area containing $\left\lceil 100 N^{1-\nu} \log (N)\right\rceil$ street blocks. Let $\mathscr{T}_{i}^{\mathrm{s}}$ denote the number of social spots contained in $\mathscr{F}_{i}$. Applying the Vapnik-Chervonenkis Theorem, $\forall \mathscr{\mathscr { T } _ { i }}$

$$
\operatorname{Pr}\left\{\sup _{\mathscr{\sigma}_{i} \in \mathscr{T}}\left|\frac{\mathscr{T}_{i}^{\mathrm{s}}}{V}-\frac{100 N^{1-\nu} \log (N)}{C}\right| \leq \epsilon\right\}>1-\delta
$$

Note that VC-d (. $\mathscr{T})$ is at most 4 . The condition (10) is satisfied when $\epsilon=\delta=\frac{50 \log (N)}{N^{\nu}}$. Therefore, $\forall \cdot \mathscr{T}_{i}$

$$
\operatorname{Pr}\left\{\mathscr{T}_{i}^{\mathrm{s}} \geq 50 \log (N)\right\}>1-\frac{50 \log (N)}{N^{\nu}}
$$

The lemma follows as $N \rightarrow \infty$.
We denote by $P(\Phi)=\vec{E}\left[\sum_{i=1}^{G} \rrbracket_{\mathcal{N}_{i} \geq 2}\right]$ the average number of road segments where there are at least two vehicles during a time-slot. Similarly, let $Q(\Phi)=E\left[\sum_{i=1}^{G} \rrbracket_{\mathcal{N}_{i}^{S D}} \geq 1\right]$ denote the average number of road segments where there is at least one $\mathbb{S}-\mathbb{D}$ pair during a time-slot. Lemmas 5 and 8 present a lower bound of $P(\Phi)$.

Lemma 5: When $\nu \neq 1$, w.h.p., we have

$$
P(\Phi)= \begin{cases}\Omega\left(N^{\frac{2}{\gamma}+\nu\left(1-\frac{2}{\gamma}\right)} / \log ^{3}(N)\right), & \kappa+\nu>1 \\ \Omega\left(N^{\nu+\frac{2 \kappa}{\gamma}} / \log (N)\right), & \kappa+\nu<1 \\ \Omega\left(N^{\nu+\frac{2 \kappa}{\gamma+\vartheta}} / \log (N)\right), & \kappa+\nu=1\end{cases}
$$

where $\vartheta$ is a positive and arbitrarily small value.
Proof: We consider a single social spot $S_{j}$ in an area. Recall that $S_{j}^{v}$ is the number of vehicles associated with $S_{j}$. For road segment $i$ in the mobility region of the vehicles, from (8), we have

$$
\begin{aligned}
& \operatorname{Pr}\left(\mathcal{N}_{i} \geq 2\right)=1-\operatorname{Pr}\left(\mathcal{N}_{i} \leq 1\right) \\
& \quad \geq 1-\left(1-\pi_{\mathcal{B}}^{\prime} \frac{(1-\varepsilon) N}{V}-\frac{(1-\varepsilon) N}{V} \pi_{\mathcal{B}}^{\prime}\left(1-\pi_{\mathcal{B}}^{\prime}\right)^{\frac{(1-\varepsilon) N}{V}-1}\right. \\
& \quad \geq 1-e^{-\pi_{\mathcal{B}}^{\prime} \frac{(1-\varepsilon) N}{V}}-\pi_{\mathcal{B}}^{\prime} \frac{(1-\varepsilon) N}{V} e^{-\pi_{\mathcal{B}}^{\prime} \frac{(1-\varepsilon) N}{V}+\pi_{\mathcal{B}}^{\prime}} \\
& \quad=1-e^{-\pi_{\mathcal{B}}^{\prime} \frac{(1-\varepsilon) N}{V}}\left(1+\pi_{\mathcal{B}}^{\prime} \frac{(1-\varepsilon) N}{V} e^{\pi_{\mathcal{B}}^{\prime}}\right)
\end{aligned}
$$

where $\pi_{\mathcal{B}}^{\prime}=\mathcal{B}^{-\gamma} \pi_{1}^{\prime}$ and $\mathcal{B} \leq \min \left\{\mathcal{A},\left\lceil 10 \sqrt{N^{1-\nu} \log (N)}\right\rceil\right\}$ from Lemma 4. Furthermore, it is satisfied that $\pi_{\mathcal{B}}^{\prime} \frac{N}{V}=\omega(1)$. Therefore, letting $\varepsilon \rightarrow 0$, as $\rightarrow \infty$, the event " $\mathcal{N}_{i} \geq 2$ " holds w.h.p. Considering the regular tessellation $\mathscr{T}$ of the network, according to Lemma 4, w.h.p., we have

$$
\begin{align*}
P(\Phi) & =\sum_{i=1}^{G} E\left[\square_{\mathcal{N}_{i} \geq 2}\right]=\sum_{i=1}^{G} \operatorname{Pr}\left(\mathcal{N}_{i} \geq 2\right) \\
& \geq \frac{C}{100 N^{1-\nu} \log (N)} \cdot \frac{1}{4} \cdot 4 \mathcal{B}(2 \mathcal{B}-1) \\
& =\Theta\left(\frac{\mathcal{B}^{2} N^{\nu}}{\log (N)}\right) . \tag{19}
\end{align*}
$$

For $\kappa+\nu>1$, we choose $\mathcal{B}=\Theta\left(N^{\frac{1-\nu}{\gamma}} / \log (N)\right)$. $\mathcal{B}$ can scale as $\Theta\left(N^{\frac{\kappa}{\gamma+\vartheta}}\right)$ for $\kappa+\nu=1$. When $\kappa+\nu<1, \mathcal{B}$ can be $\Theta\left(N^{\frac{\kappa}{\gamma}}\right)$. The lemma follows.

Lemma 6 (Chebyshev's Inequality): If $X$ is a random variable with mean $E[X]$ and variance $\operatorname{Var}(X)$, then for any value $k>0$

$$
\operatorname{Pr}(|X-E[X]| \geq k) \leq \frac{\operatorname{Var}(X)}{k^{2}}
$$

Lemma 6 is well known, and we will use it to prove Lemma 7.
Lemma 7: When $\nu=1$, at least $\left(1-e^{-\psi}\right) C$ social spots will associate with at least one $\mathbb{S}-\mathbb{D}$ pair w.h.p.

Proof: We denote by $\rrbracket_{C}=\sum_{i=1}^{C} \rrbracket_{S_{i}^{v}=0}$ the number of social spots that are not chosen by any $\mathbb{S}-\mathbb{D}$ pair in the network. $\operatorname{Pr}\left(\rrbracket_{S_{i}^{v}=0}=1\right)=\left(1-\frac{1}{C}\right)^{\frac{N}{2}}$. Thus, the expectation and variance of $\rrbracket_{S_{v}^{v}=0}$ are $E\left[\rrbracket_{S_{i}^{v}=0}\right]=\left(1-\frac{1}{C}\right)^{\frac{N}{2}}$ and $\operatorname{Var}\left(\mathbb{\rrbracket}_{S_{i}^{v}=0}\right)=$ $\left(1-\frac{1}{C}\right)^{\frac{N^{2}}{2}}-\left(1-\frac{1}{C}\right)^{N}$, respectively. Next, we need to determine the variance of $\rrbracket_{C}$. For any $i \neq j, j \in\{1,2, \ldots, C\}$, $\operatorname{Cov}\left(\rrbracket_{S_{i}^{v}=0}, \rrbracket_{S_{j}^{v}=0}\right)=E\left[\rrbracket_{S_{i}^{v}=0} \rrbracket_{S_{j}^{v}=0}\right]-E\left[\rrbracket_{S_{i}^{v}=0}\right] E\left[\rrbracket_{S_{j}^{v}=0}\right]$, where $\operatorname{Cov}\left(\rrbracket_{S_{i}^{v}=0}, \rrbracket_{S_{j}^{v}=0}\right)$ is the covariance of variable $\rrbracket_{S_{i}^{v}=0}$ and $\rrbracket_{S_{j}^{v}=0}$. It is easy to get that $E\left[\rrbracket_{S_{i}^{v}=0} \rrbracket_{S_{j}^{v}=0}\right]=\left(1-\frac{2}{C}\right)^{\frac{N}{2}}$. Since $\operatorname{Cov}\left(\rrbracket_{S_{i}^{v}=0}, \rrbracket_{S_{i}^{v}=0}\right)=\operatorname{Var}\left(\rrbracket_{S_{i}^{v}=0}\right)$, we have

$$
\begin{aligned}
\operatorname{Var}\left(\rrbracket_{C}\right)= & \operatorname{Var}\left(\sum_{i=1}^{C} \rrbracket_{S_{i}^{v}=0}\right) \\
= & \sum_{i=1}^{C} \sum_{j=1}^{C} \operatorname{Cov}\left(\rrbracket_{S_{i}^{v}=0}, \rrbracket_{S_{j}^{v}=0}\right) \\
= & \sum_{i=1}^{C} \operatorname{Cov}\left(\rrbracket_{S_{i}^{v}=0}, \rrbracket_{S_{i}^{v}=0}\right) \\
& +2 \sum_{i=1}^{C} \sum_{j<i} \operatorname{Cov}\left(\rrbracket_{S_{i}^{v}=0}, \rrbracket_{S_{j}^{v}=0}\right) \\
= & C\left(\left(1-\frac{1}{C}\right)^{\frac{N}{2}}-\left(1-\frac{1}{C}\right)^{N}\right) \\
& +C(C-1)\left(\left(1-\frac{2}{C}\right)^{\frac{N}{2}}-\left(1-\frac{1}{C}\right)^{N}\right) \\
\leq & C\left(\left(1-\frac{1}{C}\right)^{\frac{N}{2}}-\left(1-\frac{1}{C}\right)^{N}\right) .
\end{aligned}
$$

The inequality holds because $\left(1-\frac{2}{C}\right)^{\frac{N}{2}}-\left(1-\frac{1}{C}\right)^{N}=$ $\left(1-\frac{2}{C}\right)^{\frac{N}{2}}-\left(1-\frac{2}{C}+\frac{1}{C^{2}}\right)^{\frac{N}{2}} \leq 0$. From Lemma 6 , choosing $k=\epsilon C$, we have

$$
\operatorname{Pr}\left(\rrbracket_{C}-E\left[\square_{C}\right] \geq \epsilon C\right) \leq \frac{C\left[\left(1-\frac{1}{C}\right)^{\frac{N}{2}}-\left(1-\frac{1}{C}\right)^{N}\right]}{\epsilon^{2} C^{2}}
$$

Note that $E\left[\square_{C}\right]=C\left(1-\frac{1}{C}\right)^{\frac{N}{2}}$. Thus

$$
\operatorname{Pr}\left(\frac{{ }^{\mathbb{}}}{C}{ }_{C} \geq(\rho+\epsilon)\right) \leq \frac{\rho-\rho^{2}}{\epsilon^{2}} \cdot \frac{1}{C}
$$

where $\rho=\left(1-\frac{1}{C}\right)^{\frac{N}{2}}$. Since $N=2 \psi C$, as $N \rightarrow \infty, \rho \rightarrow e^{-\psi}$. Therefore, $\lim _{N} \rightarrow \infty \operatorname{Pr}\left(\rrbracket_{C} / C \geq e^{-\psi}\right)=0$, i.e., the probability of $\rrbracket_{C}$ being over a constant proportion of $C$ goes to zero as $N \rightarrow \infty$. The lemma follows.


Fig. 9. A decoupling queue structure.

Lemma 8: When $\nu=1$, w.h.p., $P(\Phi)=\Omega\left(N / \log ^{2}(N)\right)$ for $\gamma=2$ and $\kappa \neq 0 ; P(\Phi)=\Theta(N)$ for $\gamma=2$ and $\kappa=0$; $P(\Phi)=\Theta(N)$ for $\gamma>2$.

Proof: According to Lemma 7, we can obtain that w.h.p., there are at least $2\left(1-e^{-\psi}\right) C$ road segments, each of which belongs to a Tier (1) of vehicles' mobility region. Let $\mathcal{S}$ denote the set of road segments that are not contained in the mobility region of any vehicle. $\overline{\mathcal{S}}$ is the complementary set of $\mathcal{S}$ in $\{1,2, \ldots, G\}$. Note that $\operatorname{Pr}\left(\mathcal{N}_{i} \geq 2\right)=0, \forall i \in \mathcal{S}$. Thus

$$
\begin{aligned}
P(\Phi) & =\sum_{i=1}^{G} E\left[\square_{\mathcal{N}_{i} \geq 2}\right]=\sum_{i=1}^{G} \operatorname{Pr}\left(\mathcal{N}_{i} \geq 2\right) \\
& =\sum_{i \in \mathcal{S}} \operatorname{Pr}\left(\mathcal{N}_{i} \geq 2\right)+\sum_{j \in \overline{\mathcal{S}}} \operatorname{Pr}\left(\mathcal{N}_{j} \geq 2\right) \\
& =|\mathcal{S}| \cdot 0+\sum_{j \in \overline{\mathcal{S}}} \operatorname{Pr}\left(\mathcal{N}_{j} \geq 2\right) \geq \sum_{j \in \overline{\mathcal{S}}} \pi_{1}^{\prime 2}
\end{aligned}
$$

since for any $j \in \overline{\mathcal{S}}, \operatorname{Pr}\left(\mathcal{N}_{j} \geq 2\right) \geq \pi_{1}^{\prime 2}$. The lemma follows from Lemma 7.

Theorem 2: For the social-proximity grid-like vehicular networks, with the two-hop relay scheme $\mathcal{X}$, a bound of average per-vehicle throughput capacity $\widetilde{\lambda}(\Phi)$ is given by w.h.p.:
i) when $\nu \neq 1$ and $\gamma \geq 2$

$$
\widetilde{\lambda}(\Phi)= \begin{cases}\Omega\left(N^{\frac{2}{\gamma}+\nu\left(1-\frac{2}{\gamma}\right)-1} / \log ^{3}(N)\right), & \kappa+\nu>1 \\ \Omega\left(N^{\nu+\frac{2 \kappa}{\gamma+\vartheta}-1} / \log (N)\right), & \kappa+\nu=1 \\ \Omega\left(N^{\nu+\frac{2 \kappa}{\gamma}-1} / \log (N)\right), & \kappa+\nu<1\end{cases}
$$

ii) when $\nu=1, \widetilde{\lambda}(\Phi)=\Omega\left(\frac{1}{\log ^{2}(N)}\right)$, for $\gamma=2$ and $\kappa \neq 0$; $\widetilde{\lambda}(\Phi)=\Theta(1)$ for $\gamma=2$ and $\kappa=0 ; \widetilde{\lambda}(\Phi)=\Theta(1)$ for $\gamma>2$.
Proof: Based on the two-hop relay scheme $\mathcal{X}$, we are able to use a decoupling queue structure, similar to that in [8], to model each unicast flow, as shown in Fig. 9. Without loss of generality, we consider that the packet arrival rate $\eta$ follows the Bernoulli process. In other words, in each unicast flow, one packet arrives with the probability $\eta$ at the current slot, and with the rest probability if there is no packet arrival. Therefore, the source vehicle, e.g., $v_{k}$, can be represented as a Bernoulli/Bernoulli queue with packet arrival rate $\eta_{k}$ and service rate $\zeta_{k}$. The buffering packet in the source will be transmitted (served) to either its destination directly or one of the relays within the mobility region of the source. The transmission opportunity arises with probability $\zeta_{k}$. Let $r_{1}^{k}(N)$
denote the long-term average rate at which a direct transmission to the destination is scheduled to source $v_{k}$, and $r_{2}^{k}(N)$ denote the long-term average rate at which a source-to-relay transmission is scheduled to source $v_{k}$. The transmission opportunity arises at the rate $\zeta_{k}(N)=r_{1}^{k}(N)+r_{2}^{k}(N)$. As per the definition, $\tilde{\lambda}(\Phi)=\frac{\sum_{k=1}^{N} \zeta_{k}(N)}{N}$. Since the two-hop relay scheme $\mathcal{X}$ schedules a source-to-relay transmission and a relay-to-destination transmission equally likely, the rate into the relays is equal to the rate out of the relays. During each time-slot, the total number of transmission opportunities over the network is $\sum_{k=1}^{N}\left(r_{1}^{k}(N)+2 r_{2}^{k}(N)\right)$. Given that the transmission opportunity arises on a road segment when it is active and at least two vehicles are on it, then we have

$$
\begin{equation*}
p_{\mathrm{ac}} P(\Phi)=\sum_{k=1}^{N}\left(r_{1}^{k}(N)+2 r_{2}^{k}(N)\right) . \tag{20}
\end{equation*}
$$

Since the two-hop relay scheme $\mathcal{X}$ schedules the source-to-destination transmission whenever possible, then we have

$$
\begin{equation*}
p_{\mathrm{ac}} Q(\Phi)=\sum_{k=1}^{N} r_{1}^{k}(N) \tag{21}
\end{equation*}
$$

From (20) and (21), we obtain $\sum_{k=1}^{N} r_{2}^{k}(N)=\frac{p_{\mathrm{ac}}(P(\Phi)-Q(\Phi))}{2}$, and therefore

$$
\widetilde{\lambda}(\Phi)=\frac{\sum_{k=1}^{N}\left(r_{1}^{k}(N)+r_{2}^{k}(N)\right)}{N}=\frac{p_{\mathrm{ac}}(P(\Phi)+Q(\Phi))}{2 N}
$$

Since $P(\Phi) \geq Q(\Phi)$ and from Lemmas 5 and 8 , the theorem follows.

Remark: The average per-vehicle throughput is analyzed as a global metric to evaluate the network performance with inhomogeneous vehicle density. For example, from Theorem 2, we can attain that the constant per-vehicle throughput is feasible w.h.p. for $N_{f} \mathbb{S}-\mathbb{D}$ pairs, where $N_{f}=\Theta(N) \leq \frac{N}{2}$, when $\nu=1$ and $\gamma>2$. Because of the socialized mobility of vehicles and the randomness of the locations of vehicle's social spots, the network shows spatial variations of vehicle density. Therefore, the throughput performance of vehicles in different areas of the city grid may be different. For example, in a hot area covered by a large number of different overlapped mobility regions, the throughput of an $\mathbb{S}-\mathbb{D}$ pair in that area may drop significantly.

## D. Average Packet Delay

We first analyze the average packet delay of a given unicast flow. The packet delay is accounted starting from the time-slot when the packet arrives at the source until the time-slot when the packet is delivered to its destination (including the queueing delay at the source or relay vehicle).

Recall that the source $v_{k}$ can be represented as a Bernoulli/ Bernoulli queue with arrival rate $\eta_{k}$ and service rate $\zeta_{k}$. The expected number of packets buffered at the source is

$$
\begin{equation*}
E_{k}\left[n_{s}\right]=\frac{\eta_{k}\left(1-\eta_{k}\right)}{\zeta_{k}-\eta_{k}} \tag{22}
\end{equation*}
$$

It has been shown in [8] that packets depart from the source at the rate of $\eta_{k}$ when the buffer of the source is stable. For a packet from the source, it is delivered to a relay vehicle, e.g., $v_{i}$,
with the probability $\frac{r_{2}^{k}}{\zeta_{k}} \cdot P_{k i}$, where $P_{k i}$ is the contact probability between $v_{k}$ and $v_{i}$. Therefore, the packet arrival rate to the relay $v_{i}$ is $\eta_{k i}=\frac{\eta_{k} r_{2}^{k}}{\zeta_{k}} P_{k i}$. The packets depart to the destination from the relay $v_{i}$ at the rate $\zeta_{k i}=r_{2}^{k} P_{k i}$. This is because the source and the destination have the equal contact probability with the relay vehicles, and moreover the packet injection rate from the source to the relays equals that from the relays to the destination, as shown in Fig. 9. With the packet arrivals and departures at the relay $v_{i}$ following the Bernoulli process with mean rates $\eta_{k i}$ and $\zeta_{k i}$, respectively, the average number of packets held by $v_{i}$ is

$$
\begin{equation*}
E_{k i}\left[n_{r}\right]=\frac{\eta_{k i}}{\zeta_{k i}-\eta_{k i}}=\frac{\eta_{k}}{\zeta_{k}-\eta_{k}} \tag{23}
\end{equation*}
$$

Note that (23) holds for every relay. From Little's law, the average packet delay of the flow from $v_{k}$ is

$$
\begin{equation*}
\mathcal{D}_{k}(N)=\frac{E_{k}\left[n_{s}\right]+R_{k}(N) E_{k i}\left[n_{r}\right]}{\eta_{k}}=\frac{R_{k}(N)+1-\eta_{k}}{\zeta_{k}-\eta_{k}} \tag{24}
\end{equation*}
$$

where $R_{k}(N)$ is the total number of relay vehicles that have an overlapped mobility region with source $v_{k}$. As indicated by (24), the average packet delay is dependent of vehicle density in the proximity region of a unicast flow.

We proceed to derive the lower bound and upper bound of the average packet delay of the entire network. We neglect the queueing delay at the source vehicle and the propagation delay in the calculation, as we are only interested in the packet delay caused by vehicles' mobility.

Theorem 3: For the social-proximity grid-like vehicular networks, with the two-hop relay scheme $\mathcal{X}$, w.h.p., we obtain the following bounds of the average packet delay $\mathcal{D}(N)$.
i) When $\kappa+\nu>1$

$$
\mathcal{D}(\Phi)=O\left(\psi^{2}(N / \psi)^{\kappa(2+\gamma)}\right)
$$

ii) When $\kappa+\nu \leq 1$

$$
\mathcal{D}(\Phi)=O\left(\frac{\psi^{2} \log ^{2}(N / \psi)}{(N / \psi)^{2(\nu-1)-\kappa \gamma}}\right)
$$

iii) $\mathcal{D}(\Phi)=\Omega\left((N / \psi)^{\kappa}\right)$, for $0<\gamma<1 ; \mathcal{D}(\Phi)=$ $\Omega\left((N / \psi)^{\kappa} / \log (N / \psi)\right)$, for $\gamma=1 ; \mathcal{D}(\Phi)=$ $\Omega\left((N / \psi)^{\kappa(2-\gamma)}\right)$, for $1<\gamma<2 ; \mathcal{D}(\Phi)=$ $\Omega\left(\log ^{2}(N / \psi)\right)$, for $\gamma=2 ; \mathcal{D}(\Phi)=\Omega(1)$, for $\gamma>2$.
Proof: The minimal delay of a flow is achieved when the source delivers the flow packets to its destination with the highest transmission priority. Moreover, the direct packet transmission from the source to the destination has lower average delay compared to the relay transmissions, with the condition that the contact probability between the source and one of its relay vehicles is no larger than the contact probability between the source and its destination. The source encounters the destination on the same road segment with the probability

$$
P_{\mathbb{S D}}=\sum_{i=1}^{G} \pi_{\mathbb{S}}(i) \pi_{\mathbb{D}}(i)
$$

Therefore, the minimum packet delay is geometric distributed with mean $1 / P_{\mathrm{SD}}$. According to (15), we obtain a lower bound of $\mathcal{D}(\Phi)$.

Next, we derive an upper bound of the average packet delay. Let $v_{A}$ and $v_{B}$ be a given pair of vehicles whose mobility regions are overlapped. $v_{A}$ intends to transmit a packet to $v_{B}$. The transmission between $v_{A}$ and $v_{B}$ can be scheduled during a time-slot only when the following three events occur at the same time: 1) $v_{A}$ and $v_{B}$ are located on the same road segment during the time-slot; 2) that road segment is active in the slot; and 3) $v_{A}$ and $v_{B}$ are both selected for a transmission from $v_{A}$ to $v_{B}$. These three events occur with probability $\phi_{1}, p_{\mathrm{ac}}$ and $\phi_{2}$, respectively. Thus, the distribution of the packet delay between $v_{A}$ and $v_{B}$ can be treated as geometric with mean

$$
\frac{1}{\phi_{1} \phi_{2} p_{\mathrm{ac}}}=O\left(\left(\frac{\mathcal{A}^{\gamma}}{\pi_{1}^{\prime}} \bar{d}_{i}^{N}\right)^{2}\right)
$$

where $\phi_{1}$ cannot be lower than $\left(\mathcal{A}^{-\gamma} \pi_{1}^{\prime}\right)^{2}$ and $\phi_{2}$ is $\Omega\left(1 /\left(\bar{d}_{i}^{N}\right)^{2}\right)$. From Lemma 3, we can attain an upper bound of $\mathcal{D}(\Phi)$. The theorem follows.

## VI. CONCLUSION

In this paper, we have investigated the asymptotic capacity and delay performance for social-proximity vehicular networks. We adopt a scalable city grid to deploy the vehicular network and consider a socialized mobility model for each vehicle. The user applications have proximity nature, i.e., the source and the destination of each flow have an identical social spot. With the proposed two-hop relay scheme, the bounds of the per-vehicle throughput capacity, average per-vehicle throughput, and average packet delay have been derived with respect to different network parameters. We have shown that the asymptotic performance limits of the network highly depend on the inherent parameters of mobility patterns. Our results can be applied to predict the network performance and provide guidance on the design and implementations for large-scale vehicular networks. Our future work includes extensive simulation validations base on the trace data of real-world scenarios and packet forwarding protocol design for the social-proximity vehicular network.
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[^1]:    ${ }^{2}$ We do not consider the extreme case in which $\nu=0$. When $\nu=0$, there is only one social spot in the network.

[^2]:    ${ }^{3} \mathrm{~A}$ road segment is active when vehicles on the road segment can transmit successfully without any interference of transmissions from other road segments. The value of $p_{\mathrm{ac}}$ is discussed later in the section.

[^3]:    ${ }^{4}$ As $N \rightarrow \infty$, the probability of the event approaches 1 .

